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Introduction

There are an infinite number of movements that we
can do at any given moment. How do we select what
kind of movement to perform? We perform actions
to acquire rewarding states. For example, we may
reach in order to pick up a cup of tea and bring it
to our mouth. The drinking of the tea is the rewarding
state that we have chosen as our goal, and the reach
is the action that allows us to experience that reward-
ing state. The problem of what to do begins with
a catalog of all potential rewarding states and pro-
ceeds with an evaluation of these possibilities to
decide on one that is most valuable.
Our ability to choose from among the infinite num-

ber of potentially rewarding states depends on our
brain’s ability to assign value to those states. This
value includes a measure of cost and a measure of
reward. The basal ganglia play a fundamental role
in this ability to assign value to potentially rewarding
states and help in choosing the goal. However, once the
goal has been chosen, the problem of how to perform it
remains. The cerebellum plays a fundamental role in
this ability to control the process of performing actions.
The problem of motor control is summarized in-

Figure 1. Through our belief about costs and rewards
of various states, we choose a goal state. We use the
cost and rewards associated with our goal to generate
motor commands that we believe will bring us closer
to the goal state. Our motor commands cause states
of our body to change. We sense these state changes
through our sensory system. However, we also pre-
dict what the sensory changes should be through
internal models (called forward models). We combine
what we predicted with what we actually sensed to
form beliefs about the state of our body. We compare
our belief about our current state with our goal
state and continue to produce further motor com-
mands until either the goal state is achieved or we
abandon that goal and consider another one.

The Problem of What to Do

We select actions based on cues that are available to us.
Some of these cues tell us about the position of our
body and objects in the environment with respect
to a spatial map. For example, suppose that a rat
is released into a pool of water from some random
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starting point. A platform is positioned in a specific
location just below the waterline and cannot be seen.
The platform is always at the same location in the
pool. Rats dislike being wet and will try to find a
way to elevate themselves. The normal rat can learn
to locate the platform position by paying attention to
the visual cues that surround the pool. For example,
the rat might learn that the platform is near the wall
with a particular feature. This requires learning a spa-
tial map of where the platform is located with respect
to the surrounding visual cues. With repeated swims,
the animal learns a spatial map. This spatial map is
analogous to a reward function that associates places
in the pool with the likelihood of the platform (and
therefore the likelihood of not having to be wet). Once
they learn the map, rats can find the platform regard-
less of where they are released into the water because
the map is related to the cues on the walls. If the
platform is removed, the normal animal will spend
most of its time searching in the region where the
platform used to be.

Learning of a spatial map depends on the hippo-
campus. If a genetically altered rat with a malfunc-
tioning hippocampus is given the same training,
he will not learn the spatial map and will spend
equal time in each quadrant. Therefore, selecting an
action based on a spatial map likely relies on the
hippocampus. Sometimes, certain cues are rewarding
no matter where they are located. Consider a pool
where there are two hidden platforms: one that
is large enough for the rat to mount and one that is
too small. Both have a distinct visual cue associated
with them: a little flag attached to each platform,
each of a different color, sticking out of the water.
Suppose that the flag attached to the large platform
is red, and the flag attached to the small platform is
green. The platforms may be positioned in any part of
the pool, and their locations will change from trial to
trial. Therefore, in this experiment, the animal needs
to learn that the red flag indicates the location of the
suitable platform and is a rewarding object.

In another version of the experiment, the large plat-
form will always be located in a particular spatial loca-
tion, but the flag atop it will be a random color. In this
version of the experiment, the animal needs to learn that
it is not the color of the flag that is important but the
spatial location. The two versions of the experiment are
depicted in Figures 2(a) and 2(b). There is a natural
competition between the learning systems that might
be involved in these two conditions: Is the platform the
same ‘place’ as before (where place refers to a location
in the spatial map), or is the platform always where the
red flag is located? After a few trials in which the flags
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move around, in the first experiment the animal should
learn that the spatial map is not a good indicator of the
platform and that therefore the values associated with
places in the spatial map should be near zero. However,
the value associated with the red flag should rise. In the
second experiment, the animal should learn that it is the
spatial location that is of value and that the flag colors
are irrelevant.
Packard and McGaugh performed both experiments

by having their animals swim eight times per day for
a number of days. They recorded the number of times
the animals mounted the small platform and labeled
these as errors. In the first experiment, where reward
was associated with the red flag, healthy animals grad-
ually learned to swim to the red flag (Figure 2(a)). It
is interesting that animals with damage to the medial
temporal lobe (which includes the hippocampus and the
fornix, a major afferent–efferent pathway of the hippo-
campus) learned the task just as well as the healthy
controls. However, animals with damage to the caudate
nucleus (a part of the basal ganglia) were much slower
in learning the association. After days of training, they
continued to attempt to mount the platform under the
green flag. Therefore, it appears that the ability to
associate reward to stimuli regardless of spatial location
depends on the basal ganglia.
In the second experiment, where reward was asso-

ciated with a spatial location, healthy animals gradually
learned to swim to that location and ignore the color of
the flag (Figure 2(b)). Animals with damage to the
caudate nucleus performed similarly to the healthy con-
trols. However, animals with damage to the medial
temporal lobe were much slower in learning the associ-
ation. Therefore, the ability to associate reward to a
spatial location depends on the medial temporal lobe.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The Major Reward System in the Brain
Is the Neurotransmitter Dopamine

How does reward get associated with a stimulus?
That is, how do we learn the value of a location on
Encyclopedia of Neuroscien
a spatial map or the color of a flag? This issue is still
poorly understood, but a major piece of the puzzle
appears to be the neurotransmitter dopamine. Neu-
rons that release dopamine have their cell bodies in
the midbrain area (an area called the substantia nigra)
of the brain stem. They project to three main areas:
the striatum (encompassing the caudate and putamen
nuclei of the basal ganglia), the hippocampus, and
the prefrontal cortex. About 80% of the dopamine
in the brain is in the basal ganglia.

The earliest studies of neuronal activity in the
dopaminergic cells of the midbrain led to few pub-
lished reports. The investigators conducting those
experiments often reported frustration because the
neurons never seemed to ‘do anything.’ For example,
the dopaminergic cells discharged at about 2–4Hz,
but this rate never seemed to change. Although they
did not recognize it at the time, the people who made
these observations had actually stumbled on a crucial
and important property of dopaminergic cells. The
earliest recordings were made in monkeys that per-
formed highly overlearned movements – a simple
flexion and extension of the arm – in a highly stereo-
typed and repetitive manner. The monkeys performed
the task perfectly and learned nothing during the
recording sessions.

When Wolfram Schultz and his colleagues reexa-
mined the activity of midbrain dopaminergic cells
years later, they placed their monkeys in a situation
involving learning, and the cells showed significant
modulation in their activity level. They found that
these cells carried a signal that conveyed a measure
of the predicted reward: when an unexpected reward
occurred, the dopaminergic cells increased their dis-
charge rates. After repeated experience, the cells
became unresponsive to rewards per se but discharged
after signals that predicted reward. The omission of
expected reward led to a decrease in the firing rate
of dopaminergic neurons. Thus, dopaminergic cells
seemed to encode both errors in predicted reward
and stimuli that predicted reward.
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Figure 2 Learning to associate reward to locations on a spatial map depends on the hippocampus, while learning to associate reward to

arbitrary visual cues depends on the striatum. (a) Two hidden platforms, one small and one large, are positioned in a constant position with

respect to the colored walls. A flag is attached to each platform. On each trial, the flag is randomly changed, but the position of the

platforms remains constant with respect to the walls. Each trial block is eight trials. Errors refer to the number of times the animal

attempted to mount the small platform. (b) The position of the platforms randomly changes on each trial, but the colors of the flags atop

each platform remain constant. Error bars are standard errors of the mean (SEM). Data from Packard MG and McGaugh JL (1992)

Double dissociation of fornix and caudate nucleus lesions on acquisition of two water maze tasks: Further evidence for multiple memory

systems. Behavioral Neuroscience 106: 439–446.
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Okihide Hikosaka and his colleagues have studied
the prediction of reward by neurons in the caudate
nucleus. In their experiment, the monkey had to
make either a left or a right saccadic eye movement,
cued by a light spot, in order to keep the trials com-
ing. However, for a block of consecutive trials, only
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movements to the left target would produce a reward.
Then the experimenters reversed that contingency, and
after the reversal, only movements to the right target
produced reward. The activity of striatal neurons
related to leftward saccades increased after just one
trial when a leftward target became associated
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with reward. In conjunction with that increase
in activity, the monkeys responded faster to that cue.
Then, after the experimenters switched the reward
contingency so that rightward, not leftward, move-
ments produced rewards, the cell slowly returned to
its original, lower level of activity as the monkey
responded more slowly to the leftward target. There-
fore, rewarding behaviors are performed faster, which
is certainly quite familiar to parents who request
that their child do something. It is important to note
that this reduced reaction time is associated with
increased activity in the caudate nucleus of the basal
ganglia. The basal ganglia seem to be crucial for asso-
ciating reward to stimuli.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Balancing Expected Rewards with
Motor Costs

Associating reward to sensory states is important,
but there is another crucial piece of the puzzle: costs
of motor commands. Although drinking a cup of
tea may provide us with a pleasant sensory state, if
that were the only constraint, then we should reach
as fast as possible. But people do not reach as fast as
possible. Why do we reach with a specific trajectory
and speed? What is the cost that prevents us from
moving at maximum speed?
The obvious cost is a metabolic cost of the motor

commands. Therefore, in choosing how we should
move, we need to consider how much reward we
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might get when we achieve our goal state and the
costs associated with the motor commands that we
would produce to get to that state. However, for
something as simple as an eye movement, it is hard
to imagine that the metabolic costs are very high. Is
there some cost other than metabolic cost that con-
strains our movements?

It turns out that a more compelling motor cost is
noise. Large motor commands produce noisy, vari-
able movements. That is, if our objective is to reliably
achieve a rewarding state, then large motor com-
mands are a bad idea because they will increase the
variance of our movements. These ideas were first
described by Harris and Wolpert in a theoretical
paper that showed that the cost of minimizing vari-
ance of our movements nicely explains the trajec-
tories that animals choose for their eye and arm
movements. At the heart of the theory is the assump-
tion that large motor commands make our move-
ments more variable and therefore difficult to
control. An experiment by Jones and colleagues has
demonstrated this idea (Figure 3). In this experiment,
participants produced a given force with their thumb
flexors (Figure 3(a)). To guide force production, the
participants viewed a cursor that displayed thumb
force, but the experimenters analyzed the data during
a 4-s period in which this feedback had disappeared.
They observed that variance of force was larger when
the force magnitude was larger: standard deviation
of the force grew linearly with the size of the force
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( Figure 3(b) ). Theref ore, large motor co mmands pro-
duce inacc urate movement s because the standar d
devia tion of the noise in the signa l grows with the
size of the signa l.

 
 
 
 

 
 

The Problem of How to Do It:
Minimizing Costs to Find
a Control Policy

Todorov and Jordan have suggested that the move-
ments we make are a reflection of a cost that includes
both a measure of expected rewards and a measure of
motor costs. They suggested that our movements
are optimal with respect to a cost function that
includes both motor costs and expected rewards. For
example, if we use the vector y to represent our belief
about our current state, vector r to represent our goal
state, and vector u to represent the motor commands,
the objective is to find the motor commands u that
minimize the cost:

XN

t ¼ 1

ð yðt Þ � r Þ T T ð t Þð yðt Þ� rÞ þ  u ðt ÞT Lðt Þ uð t Þ ½ 1�

where matrices T and L are measures of the weighted
costs associated with achieving the rewarding state
and producing the motor commands.

To get to the rewardin g stat e, we need to find the
motor command s that will minimiz e this cost (eqn
[1]). To find the motor comman ds, we need to unde r-
stand how our motor command s pr oduce changes
in our states. For example, if we inte nd to make a
reachin g movement , we ne ed to know how the motor
comm ands to our arm muscles are exp ected to pro-
duce sensory feedba ck. The term ‘inter nal model’ (or
forward model) refers to this ability of the brain to
predi ct the sensory conseque nces of motor com-
mands. In a gross simplificat ion of the proble m,
these predi cted conseque nces may be written as a
linear funct ion of our motor co mmands:

x̂ð t þ 1j t Þ ¼ Â x̂ðt Þ þ B̂u ðt Þ

ŷð t Þ ¼ Ĉ x̂ ðt Þ ½ 2�
where x̂ðt Þ represent s the stat e of the body and
the world that we interact with, u(t) is our motor
comm and, ŷð t Þ is our expected sensor y feedba ck,
and x̂ð nþ 1jnÞ  is our predi cted state at time t þ 1,
given our previ ous predi ctions and observa tions at
time t .

Now our body and the world that we interact with
have thei r own dynami cs, repre sented as follows:

xð t þ 1Þ¼ A xðt Þ þ Bu ðt Þ þ "ð t Þu
yðt Þ ¼ C xð t Þ þ " ð t Þy ½ 3�
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These dyn amics are affe cted by noise : "
ð nÞ
u is a sto-

chast ic variab le represent ing motor noise , and " 
ð nÞ
u is a

stocha stic variable represent ing sensory noise . As we
send motor comman ds, we receive a continu ous
stream of sensor y feedback y. We combi ne what we
predi cted with what we observe d to upda te our esti-
mate of the state of our body an d the world:

x̂ðt þ 1jt þ 1Þ ¼ x̂ð t þ 1j t Þ þ K ðt Þð yð t Þ � ŷð t ÞÞ ½4�
In this equati on, the term K (t) is a mi xing ga in (or a

Kalma n gain) that determi nes how much we should
change our belief based on the error s betw een what
we predicte d a nd what we observe d. Theref ore, eqn
[2] descr ibes how we make predi ctions ab out sensor y
feedba ck, and eqn [4] de scribes how we combin e the
actual sensor y obs ervations with our predictio ns to
update our beliefs.

Our problem is to try to get as much reward as
possible for as little cost as possible. How do we gener-
ate motor commands that produce the greatest amount
of reward? If eqn [2] is an accurate model of how motor
commands produce changes in the state of the body
and the state of the cursor that we are observing on the
screen, then we can use it as a set of constraints with
which to minimize eqn [1]. This is the classic linear
quadratic problem in optimal control. Solving this
problem yields a linear feedback control law that spe-
cifies the motor commands as a function of our belief
about our state with respect to our goal:

uðtÞ ¼ GðtÞx̂ðtjt�1Þ ½5�
This feedback control law is called a control policy.

The new variable G in a time-dependent matrix that
represents the gain of the sensorimotor pathway. This
way of formulating the problem of motor control is
extremely powerful because, in principle, it can
account for behavior whether we look at a single
act, like a reaching movement, or our actions over
the course of a day.

The theory states that our aim is specified as a long-
term goal, and our actions try to achieve that goal by
implementing a control policy that relies on expected
costs and rewards and on our belief about where we
are at any given time with respect to that goal. There-
fore, the computational problem of motor control
may be described as having four components:

1. We live in a world where, at any given time,
many actions are possible. For any possible action,
we need to know the costs associated with it as well as
the sensor y stat es that are rewardi ng (eqn [1]). We
choose to perform an action because we believe it will
be more rewarding than other potential actions. The
way that we perform that action will depend on
our internal estimates of costs and rewards.
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2. Once we choose to acquire a rewarding state, we
need to know how our motor commands produce
changes in things that we can observe (eqn [2]). This
is a system identification problem associated with our
body or tool that wemay be trying to control. Learning
of this map is called forming a forward model.

3. Wemust learn how to actually produce themotor
commands that are needed so that we minimize the
costs and maximize the reward. That is, we need to
figure out the ‘best’ motor commands that bring
the cursor to the target and get it to explode. This
is the constrained minimization problem (minimize
eqn [1] under the constraints of eqn [3]). The result
of the minimization is a feedback control law, or a
control policy, that specifies our motor response to
the sensory states that we observe in our body
and the environment (eqn [5]). Learning of this feed-
back control law is sometimes called forming an
inverse model.

4. As we generate motor commands, we make pre-
dictions about the sensory consequences (eqn [2]).
When actual sensory feedback arrives, we integrate
our observations with our predictions and forma belief
about how our motor commands have affected the
state of our body and the world around us (eqn [4]).
Combining predictions with observations is sometimes
referred to as Bayesian integration.

At the heart of the approach is the idea that we
make movements to acquire rewards. The way that
we make a movement, that is, how quickly we move,
what trajectory we choose to execute, and how we
respond to sensory feedback, depends on our control
policy, which itself depends on our belief about the
costs and rewards associated with that movement.

Effects of Damage to the Basal Ganglia on
Representation of the Cost Function

Writing instruments are one of the most common
tools that we use in our daily lives. One of the striking
features of damage to the human striatum is micro-
graphia, an impairment of writing characteristics in
which letter sizes become very small and writing
speed becomes slow. This condition is most common
in degenerative diseases of the basal ganglia such
as Parkinson’s disease. However, it can also occur
in the case of focal lesions. For example, consider
patient FF, an individual who suffered an ischemic
stroke in the left basal ganglia, in the head of
the caudate nucleus and the anterior part of the
putamen. When FF was asked to copy a four- or an
eight-letter string of letters, the writing with the right
hand was much smaller than with the left hand.
Micrographia can be a complex disorder, manifest-

ing itself sometimes in self-generated writing and not
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in copying of sentences or present in copying letters
but not copying geometric shapes. However, the basic
observation of smallness of writing size and slowness
of writing speed has been puzzling. Current theories
suggest that the disorder may be related to a function
of the striatum in forming complex repetitive and
sequential motor actions. But if we assume that a
fundamental role of the striatum is to associate sen-
sory states with their expected reward properties,
then the optimal control formulation of motor con-
trol provides a different perspective.

In the optimal control framework, there are no
desired trajectories for our movements. That is, we
do not move our hand along a particular path because
that path is somehow hardwired in our brain. Rather,
the path is a result of a control poli cy (eqn [5]), which
itself is a result of minimization of a cost function
(eqn [1]). The cost funct ion depends on two qua nti-
ties: an expected reward and a motor cost. What
matters is the ratio between these two costs. In
theory, movements become small and slow if the
cost associated with the motor commands becomes
large compared with expected rewards. Therefore,
micrographia may be a reflection of a relative loss of
expected reward, or increased motor costs, associated
with the use of the writing instrument.

If we assume that the control policies that govern
our movem ents (eqn [5]) requi re an internal measure
of costs and rew ards (eqn [1]), and if we further
assume that the striatum is a crucial node where the
brain forms associations between visual cues and
expected rewards, then perhaps we can understand
bradykinesia (slowness of movements) in Parkinson’s
disease as a reflection of a disorder in this impli-
cit measure of costs and rewards. Mazzoni and col-
leagues recently reported that although patients with
Parkinson’s disease reach more slowly than age-
matched controls, they are nevertheless able to make
fast movements without a loss in accuracy if forced to
move fast by the experimental task. However, the
patients take longer (require more trials) to accumu-
late a set number of movements at the required speed.
Thus bradykinesia (slowness of movements), one of
the hallmarks of Parkinson’s disease, may represent
decreased intrinsic value of a given motor task
because of an imbalance between an estimate of an
implicitly determined cost for making a fast move-
ment and the expected rewards.
Cerebellar Damage and the Ability to
Predict Sensory Consequences of Motor
Commands

In the optimal control framework, control policies
generate motor commands on the basis of beliefs
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abou t the state of the body and the enviro nment (eqn
[5]). In eqn [4], we see that the state estim ate x̂ ðt Þ

depends on two quantities: a prediction ŷðtÞ and an
observation yðtÞ. The prediction comes from an inter-
nal model that uses a copy of the motor commands to
estimate the state change that is expected to occur
(eqn [2]). The observa tion come s from the sensor y
system. The predicted value acts as a prior belief
that ‘colors’ the observed value. That is, our beliefs
are not based on our observations alone. Rather, our
beliefs are a combination of what we predicted and
what we observed.
An important part of the optimal control frame-

work is that motor commands continuously depend
on predictions about state, which in turn continuously
depend on predictions about sensory consequences
of motor commands (the internal feedback pathway
that relies on the forward model in Figure 2). Some
movements are so fast that there is no time for the
sensory system to play a role. A prominent example is
control of saccades, rapid eye movements that move
the eyes to a new location, typically within 50–80ms.
Such movements are too brief for visual feedback to
influence saccade trajectory. In fact, the brain actively
suppresses visual processing during saccades to reduce
the perception of motion. Furthermore, propriocep-
tive signals from the eyes do not play any significant
role in controlling saccade trajectories. Thus, the
brain must guide saccade trajectories in the absence
of sensory feedback. How is this accomplished?
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A plausible solution is for the brain to use an internal
estimate of the state of the eye, derived from a copy of
ongoing motor commands. This idea is supported by
the observation that both natural and drug-induced
variability of saccade velocity and duration have little
influence on saccade amplitude. That is, variability of
the saccade’s trajectory is partially corrected as the
saccade progresses.

What are the neural substrates of this internal feed-
back? The cerebellum is known to be critical for
many aspects of saccade control and adaptation.
The projections from the superior colliculus to the
cerebellum may provide the efference copy. Indeed,
Takeichi and colleagues have shown that adaptive
changes in saccade amplitude are already reflected
in the nucleus reticularis tegmenti pontis, a major
source of input to the cerebellum. Together, the supe-
rior colliculus–cerebellar–brain stem side loop seems
important for steering saccade trajectories midflight.
This side loop is a likely candidate for the role of
forward model of the plant to produce midflight cor-
rective feedback.

A simple experiment can test whether the brain has
the capacity to predict consequences of self-generated
motor commands. In an experiment described by
Nowakand colleagues, the participant holds a force
transducer that measures grip forces (participant’s
right hand in Figure 4). Attached to the transducer
is a basket. The experimenter drops a ball into the
basket. When the ball drops, it exerts a downward
ubjects
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load force on the hand. The participant responds by
squeezing the transducer so that it will not slip out
of the hand. Because there are delays in sensing
the drop of the ball, the grip response by the partici-
pant is delayed with respect to the drop of the
ball (about 100ms after ball hits the basket, the grip
force increases).
Nowak and colleagues have described patient HK,

who did not have a cerebellum because of a very rare
developmental condition. When the experimenter
dropped the ball into the basket, both the healthy
individual and HK showed the delayed response.
Therefore, the sensory feedback pathways appeared
intact in HK. In a subsequent trial, the participant
(rather than the experimenter) dropped the ball
(Figure 4). In a healthy individual, the cerebellum
predicts that release of the ball will result in an
increased downward load when the ball hits the bas-
ket. In anticipation of this event, the healthy individ-
ual squeezes harder (with the right hand holding the
force transducer) around the time that the ball is
released. HK, however, could not make this predic-
tion. Rather, she responded to the perturbation the
same way that she responded when the ball was
dropped by the experimenter. Therefore, the cerebel-
lum appears to be required for the ability to predict
the sensory consequences of motor commands; that
is, it participates in representing a forward model.
Individuals with cerebellar damage are often pro-

foundly impaired in learning to control tools. If the
cerebellum is the crucial site for learning forward
model s (eqn [2]), then it probably makes its contribu-
tion to control of reaching via its outputs to the
thalamus, which in turn projects to the cerebral cor-
tex. Indeed, artificial stimulation of the ventrolateral
thalamus impairs the ability of essential tremor
patients to learn the reach adaptation task, even
though the stimulation improves the patient’s tremor.
These results suggest that a crucial function of the
cerebellum is to learn forward models that predict
sensory consequences of motor commands.
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