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J Neurophysiol 117: 1431–1460, 2017. First published January 4, 2017; doi:
10.1152/jn.00840.2016.—In generating a point-to-point movement, the brain does
more than produce the transient commands needed to move the body part; it also
produces the sustained commands that are needed to hold the body part at its
destination. In the oculomotor system, these functions are mapped onto two distinct
circuits: a premotor circuit that specializes in generating the transient activity that
displaces the eyes and a “neural integrator” that transforms that transient input into
sustained activity that holds the eyes. Different parts of the cerebellum adaptively
control the motor commands during these two phases: the oculomotor vermis
participates in fine tuning the transient neural signals that move the eyes, monitor-
ing the activity of the premotor circuit via efference copy, whereas the flocculus
participates in controlling the sustained neural signals that hold the eyes, monitor-
ing the activity of the neural integrator. Here, I review the oculomotor literature and
then ask whether this separation of control between moving and holding is a design
principle that may be shared with other modalities of movement. To answer this
question, I consider neurophysiological and psychophysical data in various species
during control of head movements, arm movements, and locomotion, focusing on
the brain stem, motor cortex, and hippocampus, respectively. The review of the data
raises the possibility that across modalities of motor control, circuits that are
responsible for producing commands that change the sensory state of a body part
are distinct from those that produce commands that maintain that sensory state.
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Desire itself is movement.

Not in itself desirable...only the cause and end of
movement.

T. S. Eliot

AS DAVID ROBINSON (1970) measured the activity of motoneu-
rons that innervated the extraocular muscles, he noted that
during a saccadic eye movement, the motoneurons of the
agonist muscles exhibited a burst, and once the movement
ended, the same motoneurons maintained a sustained level of
discharge. This steady firing, coupled with firing in the antag-
onist motoneurons, allowed the eyes to remain still during
fixation. In contrast, the premotor neurons that innervated these
motoneurons only exhibited a burst during the movement but
were essentially silent during the hold phase. Robinson was
puzzled, because as he wrote, the act of holding still was “just
as much an active process as movement.” Why should the

inputs to a motoneuron be separated into two branches with
one specializing in the movement phase and the other provid-
ing control of the hold phase?

In the decades that followed, experiments demonstrated that
the commands that were needed to make goal-directed eye
movements were generated by two distinct circuits. A premo-
tor circuit housed in the brain stem provided the activity
needed to move the eyes, whereas another circuit, also housed
in the brain stem, sat downstream from the move circuit,
accumulated its transient activity, and then sustained it to
produce the activity needed during the hold period. Interest-
ingly, activities in these two brain stem circuits were monitored
and supported by two separate regions of the cerebellum. The
brain not only needed the cerebellum to learn to move accu-
rately, but it also needed the cerebellum to learn to hold still
after the movement had ended. Learning to move depended on
the oculomotor vermis region of the cerebellum, whereas
learning to hold depended on the flocculus region. As a result,
the acts of moving and holding the eyes were functions of two
distinct neural systems within the brain stem and supported by
two distinct circuits within the cerebellum.
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Is this separation of control a design feature that is shared
across the various motor systems? For example, when we
reach, a motoneuron may be activated to engage a muscle that
produces some of the forces needed to displace the arm. During
the hold period that follows, the same motoneuron may also be
activated to produce the forces needed to hold the arm. Are the
activations during these two periods coming from distinct
neural circuits?

Here, I consider head movements, arm movements, and
locomotion, focusing on the activity in the brain stem struc-
tures that are involved in control of head movements, the
activity in the primary motor cortex (M1) and spinal interneu-
rons that are involved in control of arm movements, and the
activity in the hippocampus regions responsible for represent-
ing position of the body during locomotion. By considering the
results together, a scenario emerges in which regardless of
modality of action, there are separate controllers for generating
the motor commands during movement and holding still.

THE OCULOMOTOR NEURAL INTEGRATOR

To move the eyes from one location to another, the mo-
toneurons that innervate the extraocular muscles produce a
burst of activity (a pulse), but to hold the eyes at that location,
the motoneurons produce a steady discharge (a step). Robinson
(1970) illustrated this by recording from motoneurons of the
inferior rectus, the muscle that pulls the eye downward (Fig.
1A). He observed that a typical motoneuron gave a strong
burst, ~10 ms before onset of a downward saccade (Fig. 1A),
followed by a plateau of activity after the saccade had com-
pleted. When the saccade was in the upward direction (Fig.
1A), the motoneuron stopped firing but then increased its firing
to a plateau after the saccade had ended. As a result, the
discharge of the motoneuron during the hold phase scaled
linearly with position of the eye: the greater the downward
position of the eye during fixation, the greater the discharge of
the neuron.

Robinson (1970) asked whether the activities during the
move and hold phases could have been due to two different
inputs: one that produced the phasic discharge that displaced
the eyes and another that produced the tonic discharge needed
to hold the eyes. In his 1970 paper (Robinson 1970), he wrote
the following: “the presynaptic fibers [to the motoneurons]
might carry discharge that are variously related to eye position
and eye velocity, ... influenced by two central structures, one
concerned with position and the other with velocity.” This was
a critical concept, because the focus of research in motor
control at the time (and still today) was on the neural system
that generated the movement. Robinson (1970) proposed that
the premotor circuitry that drove the motoneurons was com-
posed of two distinct circuits: one that generated a displace-
ment, roughly encoding the velocity and duration of the move-
ment, providing the pull that the eyes needed to move, and one
that monitored the displacement and accumulated it, acting as
a neural integrator, providing the tonic discharge that the eye
needed to hold it in place (Robinson 1973).

He justified this idea by not considering saccades, which
involve very fast movements of the eyes, but rather, a reflex
that generates much slower eye movements, the vestibulo-
ocular reflex (VOR). VOR refers to the observation that when
the head is rotated to one side, the eyes rotate in the opposite

direction. For example, when you are walking and your heel
strikes the ground, the impact is translated from your legs
through your torso, reaching your head and pulling it slightly
down. This head rotation engages the vestibular afferents in the
semicircular canals, where they report the motion by discharg-
ing linearly with respect to head-rotation velocity. The affer-
ents engage neurons in the vestibular nucleus, which in turn
generates a velocity-like discharge to drive the motoneurons of
the eye, pulling it in the opposite direction of motion of the
head. As a result, the VOR responds to the head movement
through a compensatory motion of the eye, keeping the visual
image stable on the retina, giving you the ability to read the
signs on the street while walking (Leigh and Zee 2015).

During such relatively slow movements of the eye, mo-
toneuron discharge is dominated by the position of the eye and
not its velocity (Sylvestre and Cullen 1999). However, firing
rates of vestibular neurons are dominated by head velocity.
This was the clue that Robinson (1973) used to predict that
there must exist a “neural integrator” between the vestibular
nucleus and the motoneurons, as shown in Fig. 1C. He then
generalized this conjecture to the control of saccades, produc-
ing the model shown in Fig. 1D.

In Robinson’s (1973) saccade model (Fig. 1D), the move-
ment began with a representation of desired displacement of
the eye (��d). A pulse generator transformed a position error
into a burst of activity that resembled a velocity-like signal,
driving the eye toward its goal. That pulse was integrated in
real time to produce an estimate of how far the eye had been

displaced, resulting in ��̂�t�. The integration of the pulse was
a step, and the sum of the pulse and step was the driving input
to the motoneuron.

Importantly, Robinson (1973) went beyond the idea of two
separate neural circuits for generating the pulse and step: he
imagined a feedback system that would control the movement
as it unfolded. In Robinson’s (1973) model, the output of the
neural integrator not only provided the signal needed to hold
the eye after the saccade completed, but it was also fed back
and compared in real time with the desired displacement. In
this way, the real-time difference between desired displace-
ment and estimated displacement was the error signal that
drove the pulse generator. Once the estimated displacement
reached the desired displacement, the pulse stopped, and the
eye stopped moving and was held in place by the step.

Robinson’s (1973) model introduced two new ideas. First,
he proposed that the neural circuitry that moved the eye was
different than the circuitry that held it in place. The circuitry
that held the eye in place was an integrator that accumulated
the activity of the circuitry that moved the eye. This gave birth
to the idea of a neural integrator. Second, he proposed that all
eye movements, including saccades that were only a few tens
of milliseconds in duration, were controlled by an internal
feedback circuitry. The feedback circuitry estimated the real-
time progress that had been made in moving the body part and
fed it back to the system that was moving it, telling it when to
stop. As we will see, this idea was true in principle but
incorrect in part. The mechanism for monitoring progress of
the movement was not via feedback from the integrator but via
a dedicated circuit in the cerebellum—a circuit that today we
call a forward model.
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MOVING THE EYES

According to Fig. 1D, there is a neural circuit responsible for
generating the pulse-like activity that the motoneurons need to
displace the eyes. For horizontal saccades, this input to the
motoneurons comes from the burst generations in the brain
stem: premotor neurons, called the excitatory burst neurons
(EBNs) and inhibitory burst neurons (IBNs), located in two
small regions of the reticular formation. In contrast, the step

component of the input comes from the prepositus, another
brain stem region that appears to integrate the input mathemat-
ically from the burst generators.

The paramedian pontine reticular formation (PPRF) is a
brain stem region rostral to the abducens nucleus (Fig. 2A).
This region houses the EBNs, which make an excitatory
synapse on the ipsilateral abducens motoneurons. EBNs burst
~10 ms before ipsiversive saccades and then become silent
after the saccade (Fig. 1C). As a result, the EBN discharge does
not have the step component present in the activity of mo-
toneurons, just the pulse (Strassman et al. 1986). EBNs are
strongly directional and only fire occasionally for movements
to the opposite side. Their distribution of preferred direction
(PD) is mostly along the horizontal axis. In their on direction,
the duration of discharge is correlated with duration of sac-
cades. Sparks and colleagues (2002) found that the number of
spikes in the discharge of the EBNs increased with the ampli-
tude of the saccade, and the peak spike rate during the saccade
increased with peak velocity of the saccade.

The medullary reticular formation is a region caudal and
ventral to the abducens motor nuclei (Fig. 2A). This region
houses the IBNs, which make inhibitory connections with
contralateral motoneurons. When a saccade is made in the
direction ipsiversive to the location of IBNs, IBNs burst,
inhibiting the motoneurons on the contralateral side, resulting
in their pause (Fig. 1A). That is, for an ipsiversive saccade, the
EBNs excite the motoneurons that are the agonist for the
movement, whereas the IBNs inhibit the motoneurons that are
the antagonist.

Indeed, a typical IBN bursts during ipsiversive saccades and
discharges only a few spikes during contraversive saccades.
Their on direction is typically for saccades along the horizontal
axis. Scudder et al. (1988) found that similar to EBNs, the IBN
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Fig. 1. Activity of motoneurons that innervate the eye muscles includes
information regarding moving the eyes, as well as holding the eyes. However,
activity of some premotor neurons that project to these motoneurons includes
only information about moving the eyes. A: activity of a single motoneuron
that (probably) innervates the inferior rectus muscle. The motoneuron has a
pulse-step pattern of activity. The left column is for a downward saccade, and
the right column is for an upward saccade. Vertical, dashed lines indicate onset
and offset of the saccade. From Robinson (1970), with permission. B: activity
of an excitatory burst neuron (EBN) in the left brain stem for leftward (top) and
rightward (bottom) saccades (both have a vertical component). The EBN cell
excites ipsilateral (ipsi) abducens motoneuron and fires prominently during
ipsilateral saccades but has no activity during the hold period. contra, con-
tralateral; H, horizontal; V, vertical. From Strassman et al. (1986), with
permission. C: the neural integrator and the Robinson (1973) model of eye
movements. In the vestibulo-ocular reflex (VOR), the afferents in the head
canal sense head-rotation velocity, providing a pulse-like input to the vestib-
ular nucleus neurons. These neurons drive the eyes (in the opposite direction
of the head movement), but their pulse is aided by the neural integrator, which
also receives the pulse and sustains it through its input to the motoneurons. To
generate a saccade, the burst generators produce a pulse, activating the
motoneurons and moving the eyes to one side. The neural integrator receives
this pulse and produces a step that sustains the motoneuron activity beyond the
duration of the pulse, maintaining the eyes at the displaced position after the
pulse has ended. D: Robinson (1973) hypothesized that control of saccades
benefited from internal feedback of the neural integrator. The pulse generator
received a desired displacement signal (��d), which it transformed into a pulse

that depended on a real-time estimate of the current difference [��̂�t�] between
the position of the eye and desired position. The neural integrator provided an
estimate of current position and fed this signal back to the input of the pulse
generator. When the pulse had pulled the eye to the desired location, the
integrator’s output matched the desired position, which ended the pulse.
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discharge exhibited a strong correlation between duration of
burst and saccade duration, a strong correlation between peak
burst magnitude and peak saccade velocity, and a strong
correlation between number of spikes in the burst and the
amplitude of the saccade.

EBNs and IBNs have a burst during the movement phase of
the saccade but are essentially silent during the hold phase
(Fig. 1B). To see how the EBNs and IBNs together drive the
motoneurons during the move phase, consider the drawing in
Fig. 2C. In the abducens nucleus, one finds motoneurons that

innervate the lateral rectus of the ipsilateral eye and interneu-
rons that project to the motoneurons that innervate the medial
rectus of the contralateral eye. To make a saccade to the right,
EBNs on the right and IBNs on the left combine their excit-
atory and inhibitory activities to drive the abducens nucleus
on the right, producing contraction in the lateral rectus muscle
of the right eye and the medial rectus muscle of the left eye.
For the EBN neuron on the right, this is an on-direction
saccade (ipsiversive), whereas for the IBN neuron on the left,
this is an off-direction saccade (contraversive). In this way,
burst of activity in the right EBNs drives the two eyes together
to the right, producing a conjugate movement.

Because EBN and IBN discharge is similar to each other
during an on-direction saccade (as well as during an off-
direction saccade), one can measure the EBN discharge on the
right of the midline for a rightward saccade (ipsiversive) and
then imagine that during that saccade the IBN neurons on the
left of the midline fire a discharge equivalent to EBN discharge
on the right of the midline for a leftward saccade. This is the
insight that was described by Van Gisbergen et al. (1981).
They recorded from a region caudal to the abducens (likely
from IBNs). An example of discharge of a cell in the on and off
directions is shown in Fig. 2B (off-direction activity is drawn
as negative going, even though it is, of course, a positive firing
rate). They imagined that the on-direction activity is analogous
to the EBN discharge, and the off-direction activity is analo-
gous to the IBN discharge. The activity in the on direction
minus the activity in the off direction is the total input to the
motoneuron. We see that the EBN activity accelerates the eye,
whereas the IBN activity comes late in the saccade, acting as a
breaking signal to decelerate and terminate the movement.
Importantly, there is no activity in these premotoneurons dur-
ing the hold period.

These ideas were later extended by Kojima et al. (2008),
who recorded from IBNs. During ipsiversive saccades, all cells
had a strong burst. During contraversive saccades, some IBN
cells were silent, some cells gave occasional spikes (15/42),
and the remaining cells consistently gave a few spikes (12/42
cells). Among these IBN cells with consistent spikes for the
contraversive saccade (off-direction saccades), the number of
spikes increased with saccade amplitude. Indeed, the timing of
the first spike for a saccade in the contraversive direction came
relatively late and became later as saccade amplitude in-
creased. This was consistent with the idea that some of the
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Fig. 2. A: a sagittal schematic view of the monkey brain stem showing the
locations of the important regions for generation of saccades and gaze holding.
MRF, mesencephalic reticular formation; PPRF, paramedian pontine reticular
formation; Med RF, medullary reticular formation; III, oculomotor nucleus,
housing motoneurons for the medial rectus, superior rectus, and inferior rectus
muscles; IV, troclear nucleus; VI, abducens nucleus; XII, 12th nerve. INC,
interstitial nucleus of Cajal; NRTP, nucleus reticularis tegmenti pontis; PC,
posterior commissure; MLF, medial longitudinal fasciculus; IBNs, inhibitory
burst neurons. B: activity of an IBN cell during saccades. The cell has a strong
burst for a saccade in the on direction [in this case, the cell is to the left (L) of
the midline, and the on direction is a saccade to the right (R)] and a small burst
for a saccade in the off direction. The off-direction discharge is depicted as a
negative changing value with respect to baseline. The trace labeled sum is the
addition of the positive and negative going values. From Van Gisbergen et al.
(1981), with permission. C: a rightward saccade is due to excitation received
at the motoneurons from EBNs and inhibition received from the contralateral
IBNs.
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IBNs contributed to stopping the saccade. To investigate this
question directly, Kojima and colleagues (2008) considered an
adaptation paradigm in which the monkey was presented with
a 10° target but learned to make a smaller saccade. This type of
adaptation is critically dependent on the cerebellum, particu-
larly a region called the oculomotor vermis (lobules VI and
VII). The oculomotor vermis of the cerebellum projects to an
output nucleus of the cerebellum, called the fastigial, which in
turn, projects to the IBNs. Normally, an IBN cell might have
fired three spikes for the contraversive saccade. However, as
adaptation took place, and amplitude of the saccade decreased,
the same IBN cell now fired 12 spikes (Fig. 3A). This change
was adaptation related, because normally, the IBNs fired less
spikes for smaller saccades (here, the cell gave more spikes as
the saccade got smaller). Furthermore, the spikes started pro-
gressively earlier as saccade amplitude decreased. Across all of
the IBNs that had any spikes to begin with, gain-down adap-
tation produced an increased number of spikes as the contra-
versive saccades became smaller in amplitude during adapta-
tion (Fig. 3B).

Together, these results demonstrated that one of the inputs to
the ocular motoneurons was from a region that was only
responsible for the movement phase: inhibitory and excitatory
neurons that precisely controlled the motion of the eyes.
During an adaptation task that required reduced saccade am-
plitude, the inhibitory drive increased. However, once the eyes
had arrived on target, these neurons ceased their discharge,
relinquishing control to another circuit.

HOLDING THE EYES

If the only signal available to the motoneurons included
those generated by the EBNs and IBNs, then as the saccade
comes to an end, the eyes would not stay still. Rather, the
mechanical properties of the muscles and the eyes would
produce a drift of the eyes back to center with a time constant
of ~200 ms (Robinson 1964). The neural integrator that Rob-
inson (1970) had envisioned predicted existence of a nucleus
that was responsible for generating the tonic discharge that
motoneurons needed to hold the eyes after the movement had
ended. Cannon and Robinson (1987) discovered one such
circuit in the dorsal rostral medulla, a region where neurons
project onto the abducens nucleus.

These neurons are part of the nucleus prepositus hypoglossi
or in short, the prepositus nucleus and medial vestibular nu-
cleus (Fig. 2A). Cannon and Robinson (1987) injected neuro-
toxins into this region and observed that the animal could
perform saccades in darkness, but after the saccade had ended,
the eyes rotated back to near center with a time constant of
~200 ms (Fig. 4A). So, the effect of lesion of prepositus
appeared consistent with disruption of the integrator. Along
with saccades, they also found deficits in VOR and smooth
pursuit. Therefore, with this region partially disabled, the
animal could make horizontal eye movements but could not
hold the eyes at the desired location, resulting in a slow drift
toward the straight-ahead null position.

Crawford et al. (1991) found another neural integrator in the
interstitial nucleus of Cajal (INC), which specialized in holding
the eyes along the vertical dimension. INC is a small nucleus
in the mesencephalic reticular formation in the pons (Fig. 2A).
It sends projections to the ocular motoneurons of the third and

fourth cranial nerve. Crawford et al. (1991) deactivated the
INC via injection of a GABA agonist and found that following
vertical saccades, the eyes drifted toward a null location in the
vertical plane, ~10° above straight ahead, with a time constant
of ~200 ms (Fig. 4B).

5d
eg 100ms

Target

Eye

Early adaptation Late adaptationA

B

0 50 100

0 50 100
Time (ms)

0

500

Fi
rin

g 
ra

te
 (H

z)

0

500

H
or

iz
. e

ye
 v

el
. (

de
g/

s)

Early adapt
Late adapt

Early adapt

Late adapt

C
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the saccade is again in the contraversive direction, but now, the IBN cell
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These results suggested that the circuit that generated the
activity that moved the eyes was anatomically distinct from the
circuitry that generated the activity that held the eyes. For
horizontal saccades, the move command was generated by the
EBNs and IBNs, whereas the hold command was likely gen-
erated by a network including the prepositus. To see whether
the neural activity of cells in the prepositus resembled a neural
integrator, McFarland and Fuchs (1992) recorded from this
region. They found that approximately one-half of the cells had
a burst-step response for saccades in their on direction (Fig.
5A) and a response that reflected eye position during sinusoidal
pursuit (Fig. 5B). Approximately one-quarter of the cells had
only a step response for saccades in their on direction (Fig.
5C). For a majority of the neurons, the on direction was
ipsiversive, with a discharge that started 8 ms before saccade

onset and a duration that linearly increased with saccade
duration. For saccades in the off direction, most burst-step
neurons did not show a pause but only a step change in activity
(Fig. 5A). The number of spikes in the burst correlated with
saccade size, and the steady-state firing rates after saccade
completion for both types of cells were linearly related to eye
position (Fig. 5D). This last result relating the postsaccadic
tonic discharge and position of the eye was crucial, as it
indicated that neurons in the prepositus nucleus could serve as
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the source of the tonic input to the abducens motoneurons,
holding the eye in place following completion of a saccade.

Indeed, the prepositus neurons projected to both ipsilateral
and contralateral abducens nuclei, with excitatory connections
to the ipsilateral side and inhibitory connections to the con-
tralateral side (McCrea and Horn 2006). This implied that
following an ipsiversive saccade, there was an increase in the
excitatory drive from the ipsilateral prepositus and a decrease
in the inhibitory drive from the contralateral prepositus. To-
gether, the two prepositus nuclei provided the tonic drive to the
abducens motoneurons, holding the eyes when the saccade
ended.

INTERNAL CIRCUITRY OF THE NEURAL INTEGRATOR

How did neurons in the prepositus transform the burst in the
EBNs and IBNs into a quasi-tonic discharge that held the eyes
steady? To answer this question, let us step away from sac-
cades in primates and instead consider saccades in a much
simpler animal: the zebrafish.

Larval zebrafish have spontaneous eye movements, back and
forth scanning of the environment with saccades and fixations
(Fig. 6A). Their saccades are slower than primates, but like
primates, the zebrafish hold their eyes fairly steady after
completion of the saccade (there is a slow drift back toward
straight-ahead gaze with a time constant of tens of seconds).
Miri et al. (2011) used optical recording to measure calcium
changes and inferred firing rates in populations of putative
horizontal neural integrator neurons in the medulla. They
convolved the eye position and velocity signals with the
calcium impulse response function, shown in part of Fig. 6A,
and then built a linear model that related the measured calcium
response in each neuron (Fig. 6B) with the sum of position and
velocity calcium responses (the result of this fit is shown in
Fig. 6B). They found that some cells responded strongly to
velocity (neuron 1; Fig. 6B), some cells responded mainly to
position (neuron 3; Fig. 6B), but most neurons responded to a
combination of the two (neuron 2; Fig. 6B). That is, in the
larval zebrafish, as in the monkey, the putative neural integra-
tor was composed of a diversity of cells, most responding to a
combination of eye velocity and position and some responding
predominately to position (Fig. 6C).

Next, for each cell, they measured the time constant with
which the calcium response decayed following a saccade and
found a range from 2 s to tens of seconds (Fig. 6C). Impor-
tantly, because larval zebrafish are transparent, the imaging
technique allowed them to measure the position of each neu-
ron, as well as record its calcium activity. They found that
neurons that were located close to one another tended to have
correlated signal changes (Fig. 6D). This suggested that nearby
neurons were probably strongly connected—a hypothesis that
was recently confirmed when Dale and Cullen (2015) simul-
taneously recorded electrical activities of multiple neurons in
the prepositus of the monkey during saccades.

By building on the recurrent network models proposed by
Cannon et al. (1983), Fuchs (1989), and Arnold and Robinson
(1997), Miri et al. (2011) presented a mathematical model that
could partly reproduce their measured data. In this model, the
firing rate of neuron i was represented with ri. This neuron was
connected to all other neurons (but not itself), with weight wij
representing the weight of the connection from neuron j to
neuron i. The neuron’s dynamics were described by

�
dri

dt
� �ri � �

j�1

N

wijrj (1)

The weight matrix for the network was set so that a cell at the
bottom (cell 50) received strong connections from the nearby
Cell 49 but only weak connections from the distant Cell 1 (Fig.
6F). On the other hand, a cell at the top (Cell 1) received
relatively weak connections from the nearby Cell 2 and still
weaker connections from the distant Cell 50. If we pick one of
the cells and give it an initial firing rate of ri � 1, then we
would find that left to itself with no other inputs, the discharge
of the neuron would decay with time constant �. However, if
the other cells also had this same initial firing rate, because of
the interconnections between the cells, then the network could
sustain its activity for much longer. Indeed, the authors found
that despite the fact that all cells had the same time constant,
� � 1 s, in the network, some cells exhibited a fast decay time
(Cell 1 in Fig. 6G), and some cells exhibited a rise and then a
slow decay (Cell 50 in Fig. 6G). Therefore, this recurrent
network had the ability to extend the time constant of a single
cell by many folds. As a result, the sum of activities of all cells
could sustain an initial input by many seconds.

Let us use this network to simulate the activity needed to
hold the eyes during a sequence of saccades. Suppose we wish
to produce two saccades of the same amplitude and in the same
direction in sequence. For the first saccade, the burst generators
(EBNs and IBNs) produce a pulse of some arbitrary magnitude
for 50 ms and importantly, produce the same magnitude pulse
again at some time later. That is, the pulses encode only the
desired displacement vector. If this is the “on” direction of our
neural integrator, then we provide the input shown in Fig. 6H
to each neuron in the neural integrator (this input would be in
addition to the dynamics of Eq. 1). The output of the neural
integrator network is the sum of activities of all of its neurons.
This output shows a rapid increase when there is input from the
burst generators and then a very slow decline when the input is
removed (Fig. 6H). Importantly, we note that the result of the
second burst adds to the remaining step of the first burst,
producing a final step size that is roughly twice as large as the
first step and decays slowly.

We can also simulate the making of two saccades in se-
quence, in which the direction of motion reverses. In this case,
the first saccade is in the on direction of the network, and the
second saccade is in the off direction. To simulate this condi-
tion, we imagine that the pulse input for the first saccade is
excitation, and the pulse input for the second saccade is
inhibition of the same magnitude (Fig. 6H). The neural inte-
grator produces a step following the first pulse and then brings
the step back to near zero following the second pulse. The
network translates an input consisting of a pulse that represents
a desired displacement into an output that resembles a step,
holding the eye in place once the pulse has ended.

This model makes the prediction that stimulation of the burst
generators (for example, the EBNs) should not only move the
eyes to the ipsilateral direction but also hold the eyes there after
cessation of the stimulation. Cohen and Komatsuzaki (1972)
inserted an electrode into the PPRF region of the monkey
brain stem and stimulated the EBNs in the alert animal.
They found that 2.5 ms after the start of stimulation, both
eyes moved in the direction ipsilateral to the side of stim-
ulation (Fig. 7A). For a given stimulation frequency, the
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result was a constant velocity rotation of the eyes that
continued until the stimulation ended. Importantly, despite
cessation of stimulation, the eyes maintained the new posi-
tion for several hundred milliseconds, until the animal made
a voluntary saccade, usually in the opposite direction.
Therefore, stimulation of the premotor neurons for a short
period of time not only displaced the eyes but also was
sufficient to hold the eyes after the stimulation had stopped.

Thirty-six years later, Gandhi et al. (2008) revisited the
PPRF and stimulated it during head-free and head-fixed con-

ditions. They confirmed the observations of Cohen and Kom-
atsuzaki (1972), finding that stimulation of the burst generators
in the head-fixed condition produced ipsilateral displacement
of the eyes, followed by holding of eye position after termi-
nation of stimulation. Next, they stimulated the abducens
nucleus directly, engaging the motoneurons, and found that
stimulation moved the eyes in the ipsilateral direction, but once
the stimulation ceased, the eye rotated back toward the null
position with a time constant of ~100 ms (Fig. 7B). Therefore,
brief stimulation of PPRF not only moved the eyes but also
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be recorded if a neuron is exclusively encoding velocity or position of the eye. B: calcium signal (noisier trace) recorded from 3 neurons in the horizontal neural
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and the time constant was estimated, as shown for 3 neurons on the right. There was a diversity of time constants. D: pair-wise correlation in the signals recorded
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by the sum of all weights in their respective columns and then scaled by 0.21 � 1.6 (i/N), where N � 50. This produced the largest weight of ~1.8 and smallest
weight of 0. The network was simulated with 1 ms time steps. The simulations show 2 consecutive saccade-like inputs. The input to the network (each cell) was
a pulse of 50 ms in duration, with the amplitude of 0.01. The output of the network was the sum of activities of all neurons.
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produced sustained activity that held the eyes after the stimu-
lation had stopped.

These results provided further evidence supporting Robin-
son’s (1973) idea regarding separation of the circuits that
moved and held the eyes (Fig. 7C). The circuitry that held the
eyes (the neural integrator) appeared to be in series with and
received input from the circuitry that moved the eyes (the burst
generator).

There are important issues with the specific way that we
modeled the neural integrator. First, note that the neurons in
our network had zero baseline firing rates, which is inconsis-
tent with reality. However, if the neurons had non-zero base-
line rates, then their baseline activities would get integrated,
producing a runaway condition. Cannon et al. (1983) ap-
proached this problem by providing mutual inhibition between
neurons, and Arnold and Robinson (1997) demonstrated that
the inhibition in one neural integrator circuit came from the
integrator on the contralateral side. Second, the integrator must
be adaptive so that it can respond to changes in properties of
the eye muscles. If one muscle is damaged, then the activity
that this muscle needs to hold the eye in place will need to be
changed. As we will see, there is a dedicated circuit in the
cerebellum that monitors and controls the activity in the neural
integrator, allowing for adaptation of the gaze-holding system.
Therefore, the gaze-holding system is not only composed of
the neural integrator circuit in the brain stem but also a circuit
in the cerebellum.

In summary, the hold circuit was a network of intercon-
nected neurons that accumulated information and sustained it
after the input had been removed. When a horizontal saccade
took place, the burst generators provided this integrator and the
motoneurons with a pulse-like input, describing a displacement
vector. This input displaced the eyes to one side, but there was
nothing in it to hold the eyes at that location. However, the
same input drove the internal dynamics of the circuit dedicated
to integration, feeding back the input upon itself to sustain the
activity after the input was gone, providing the tonic discharge
that the motoneurons need to hold the eyes.

CONTROL OF THE MOVEMENT PHASE VIA
INTERNAL FEEDBACK

Robinson’s (1973) model (Fig. 1D) had predicted that sac-
cades were not preprogrammed movements but were con-
trolled via internal feedback. To test this idea, Barton et al.
(2003) made it more difficult for higher brain regions to engage
the neurons that were responsible for generating the move
commands (the burst generators). They injected lidocaine into
the right PPRF, a region that housed the EBNs. The result was
an immediate reduction in the peak velocity of rightward
saccades (Fig. 8A). For example, a 20° saccade before the
injection had a peak velocity of 650°/s. Immediately after the
injection, peak velocity dropped to 250°/s, followed by a 20- to
30-min recovery back to normal (Fig. 8B). This result implied
that upon injection, the input to the burst generators became
insufficient to drive the eyes with the same velocity as before.
In a sense, lidocaine significantly decreased the gain of the
burst neurons in response to excitation.

If saccades were an open loop, then one would expect that
the duration of the movement would remain unchanged, and as
a result, the amplitude would fall dramatically. Instead, sac-
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cade duration increased immediately following the injection,
from 45 to ~90 ms (Fig. 8B). That is, it appeared that a control
system monitored the output of the burst generators and com-
pensated for their reduced activity by increasing their duration
of discharge. This increase in duration partially compensated
for the disruption, although saccade amplitude did decline
transiently from 19° to 16°. As a result, lidocaine injection
reduced activity of the burst generators, but this was partially
compensated for by the rest of the saccade circuitry, increasing
the duration of activation, elongating the movement phase.

It is important to note that whereas disruption of the burst
generators slowed the saccades, the disruption did not affect
the motor commands that were generated during the hold
phase: the gaze was held steady following completion of the
saccade, as shown by the eye position in Fig. 8A. This result
was consistent with the hypothesis that the neural integrator—
the system imagined to be responsible for gaze holding via
generation of the step-like motor commands—sat downstream
from the pulse generator (Fig. 7C).

To explore more directly whether saccades are controlled via
internal feedback, one needs to disrupt a single saccade and see
whether the brain can correct the movement as it unfolds. One
place to induce this disruption is in a brain stem region that
houses omnipause neurons (OPNs). OPNs are inhibitory neu-
rons that are located in the PPRF in the nucleus raphe on the
midline of the brain stem. They broadly inhibit EBNs and IBNs
(Strassman et al. 1987), as illustrated in Fig. 8C. They are
active during fixation of the eye but pause during saccades.
Their role is to prevent activity in the burst generators during
fixation and then by pausing, allow the burst generators to
become active when a saccade is about to take place.

Keller and colleagues (1996) stimulated the OPNs as mon-
keys made saccades of various amplitudes. Figure 8D provides
examples of normal 25° saccades and saccades that were inter-
rupted by a 10-ms stimulation of the OPNs, timed with onset of
the saccade. In the experiment, the visual target was briefly
flashed (for 80–120 ms) and always removed before saccade
onset (which was typically 150 ms after onset of the target). As a
result, the movement unfolded in darkness so the brain could not
rely on any form of visual feedback after the saccade was
initiated. Keller et al. (1996) found that whereas the brief
stimulation was sufficient to halt the saccade midflight (bring-
ing the eye velocity to ~0), the brain immediately produced
a corrective saccade that was accurate to the now-extin-
guished target. Most interestingly, the final eye position had
a mean that was only slightly hypermetric with respect to a
normal saccade and an SD that was no different than a
normal saccade. When the authors varied the OPN stimula-
tion duration from near 0 to ~100 ms, they found that the
resulting end-point error of the saccade was not affected by
the stimulation duration: the eyes arrived accurately near the
target regardless of the stimulation.

In humans, saccades can be disrupted through application of
a single pulse of transcranial magnetic stimulation (TMS) to a
region around the cerebellum (Fig. 9). (Stimulation of other
areas of the brain also disrupts saccades, but cerebellar stim-
ulation is particularly effective.) Xu-Wilson et al. (2011) asked
human subjects to make saccades to visual stimuli and on
random trials produced a TMS pulse at saccade onset. The
target was removed upon saccade initiation, making it so that
there were no visual cues to correct the saccade following its
initiation. Examples of normal and interrupted 15° oblique
saccades are shown in Fig. 9, A and B. The TMS pulse
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tude. From Barton et al. (2003), with permis-
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with permission.
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interrupted the ongoing saccade with a latency of ~45 ms,
stopping the eye at 65 ms. Despite the perturbation, the eye
trajectory showed a correction with a compensatory saccade
that guided the eyes to the now-extinguished target.

Xu-Wilson et al. (2011) asked whether a within-saccade
disruption could be corrected without stopping the eyes. For
this question, they considered 30° oblique saccades, as illus-
trated in Fig. 9C. TMS applied near saccade onset transiently
slowed the eyes but did not stop it. The perturbation was
corrected immediately with motor commands that followed,
steering the eyes to the now-extinguished target.

These experiments showed that the motor commands that
moved the eyes were monitored as the movement unfolded.
What was the neural mechanism of this internal monitoring?

CONTROL OF THE MOVEMENT PHASE WAS INDEPENDENT
OF THE NEURAL INTEGRATOR

Robinson (1973) had proposed that the motor commands
that displaced the eyes were controlled by an internal feedback
circuit (Fig. 1D). His idea was that the burst generators re-
ceived an input that was the difference between a desired
displacement ��d and a real-time estimate of the current

displacement ��̂�t�, written as

�m(t) � ��d � ��̂(t) (2)

The variable �m(t) was the drive to the burst generators,
reflecting a real-time measure of displacement to go. The

neural integrator provided the estimate ��̂�t�. However, there is
a theoretical problem with this formulation. For the integrator
to provide displacement information, it needs to be reset
after each movement. If it were not reset, as in Fig. 6H, then
it simply integrates from one command to the next. If it is
reset after each movement, then there is a problem with the
hold phase: when one makes two consecutive movements in
the same direction with the same amplitude, the commands
needed to hold the eyes after the first movement are not the
same as the second movement, despite the fact that the dis-
placements are the same (to hold the eyes at 20° to the right,
you need roughly twice the activity in the right lateral rectus
than to hold it at 10° to the right). The integrator could not
be both a mechanism for internal feedback (which requires
resetting) and a mechanism for providing the motor com-
mands that hold the eyes after the movement ends (which
requires integration without resetting).

To solve this problem, Jürgens et al. (1981) suggested a
modification (Fig. 10A). In the new model, the output of the
neural integrator was not fed back and compared with the
desired displacement, but rather, a new system, called a “dis-
placement integrator,” monitored the move commands and fed
back its estimates. The idea in this new model was that the
neural integrator was responsible for generating the commands
that held the eyes but was not a part of the feedback circuit,
because it did not require resetting. In contrast, the displace-
ment integrator was part of the internal feedback circuit but
required resetting after each movement.
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If we compare the model of Fig. 10A with that of Fig. 1D,
we see that Robinson’s (1973) model (Fig. 1D) predicts that
damage to the neural integrator should not only impair the
ability to hold the eye in place after a saccade, but it should
also lead to hypermetric saccades (because there is no longer
an accurate estimate of position to be compared with the
desired one). However, Fig. 10A predicts that damage to the
neural integrator should affect the hold phase but have no
effect on the movement phase of the saccade.

Kaneko (1997) tested this hypothesis by producing a se-
quence of bilateral lesions in the prepositus nucleus. He found
that the monkeys were severely impaired in maintaining gaze,
even when they made saccades with the lights on and were
provided with a target. Saccades that displaced the eye away
from the midline were followed by a drift back toward a null
position. This null position was not straight ahead but had
shifted to a position contralateral to the site of lesion. That is,
following a lesion in the right prepositus, the null position of
the eyes shifted to the left of straight ahead. However, the
saccades themselves appeared to be only minimally affected.
For example, in one of the monkeys (Monkey R) the damage
was greater in the right prepositus, and the animal exhibited
particular difficulties with gaze holding following saccades to
the right (Fig. 10B), drifting with a time constant of ~250 ms
(Fig. 10C) toward a null position that was to the left of the

midline (Fig. 10B shows null position after the lesion and
straight ahead). Note that the drift began almost immediately
after saccade termination.

Despite these hold-phase problems, Kaneko (1997) observed
that when the animal was given a visual target, it produced a
saccade that was nearly as accurate as before the prepositus
lesion (Fig. 10D; where gain is the ratio of saccade amplitude
to target amplitude). By the fifth lesion, the saccade gain had
increased by only ~10%. (It is possible that this small change
may not have been a direct consequence of the damage to the
integrator but an adaptive response to the damage: the animal
learned to produce larger than normal saccades to compensate
partially for the drift back toward center that it experienced
following each saccade.) Despite the numerous lesions, sac-
cades had peak velocities that were indistinguishable from
saccades produced before the lesion, and duration had in-
creased by only a small amount.

Kaneko (1997) had confirmed Cannon and Robinson’s
(1987) finding that damage to the prepositus impaired the
animal’s ability to hold the eyes steady following the saccade.
However, he also found that the saccade itself was only
minimally affected. He wrote the following: “Even minor
changes in saccade gain were not seen until the prepositus was
largely destroyed, whereas fixation was affected immediately
after the initial injection.”
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dark. The dashed, horizontal lines are straight ahead, and
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Therefore, whereas the neural integrator played a critical
role in generating the motor commands that were needed to
hold the eyes in place following completion of the saccade, it
did not play a significant role in shaping the inputs that moved
the eyes. Contrary to what Robinson (1973) had proposed, the
neural integrator did not play a significant role in the control
system that monitored the pulse as the saccade unfolded.
Another system was responsible for the internal feedback.

CONTROL OF THE MOVEMENT PHASE: A ROLE
FOR THE CEREBELLUM

Disruptions of the burst generators via pharmacological
intervention (Fig. 8A), via stimulation of the OPNs (Fig. 8D),
or via TMS (Fig. 9) all produced perturbations that affected the
eye’s trajectory during a saccade. However, the brain corrected
for these perturbations in real time. Perhaps a copy of the
commands produced by the burst generators was sent to an-
other brain region, allowing that region to control the input to
the burst generators in real time. What were the properties of
this hypothetical feedback circuit?

In the model of Fig. 10A, the displacement integrator would
have to be reset after each saccade. If there is a time constant
associated with the resetting process, then in cases where two
saccades are extremely close in time to each other, the second
saccade’s amplitude would be affected by the amplitude of the
first saccade (because the displacement made by the first
movement leaks onto the second movement). Corneil et al.
(1999) and Goossens and Van Opstal (1997) tested this idea by
having people make eye and/or eye-head movements to se-
quence targets. They found that in some cases, the second
movement took place almost immediately after completion of
the first. Despite this, the accuracy of the second movement
was not a function of the interval between completion of the
first movement and start of second. This implied that the
hypothesized displacement integrator was essentially reset im-
mediately after completion of the gaze shift.

To pinpoint the control circuitry that was responsible for the
internal feedback, it was useful to consider perturbations that
displaced the eyes but could not be corrected. Sparks et al.
(1987) briefly stimulated the PPRF and observed an ipsilateral
displacement of the eyes (Fig. 11A). As expected, following
termination of the stimulation, the eyes remained in their new
position. Would an action that followed the stimulation take
into account this displacement?

Animals were trained to fixate a center target and then
saccade to a target that was flashed along the vertical axis for
50–100 ms. The saccade, in response to presentation of the
target, took place at 150–200 ms after target onset. Because the
target was flashed for a shorter period than this reaction time,
the saccade took place in darkness, and therefore, any correc-
tions could not rely on visual information. Under normal
circumstances (no stimulation), the saccade was vertical, ar-
riving at the target location. In a fraction of trials, at target
offset, Sparks et al. (1987) stimulated the PPRF for a duration
of 60 ms. This resulted in an ipsilateral displacement of the eye
(in the case of Fig. 11A, ~5°). Approximately 200 ms after
target onset (~50 ms after stimulation offset), the animal made
an oblique saccade, rather than a vertical saccade. As a result,
for many stimulation sites (15 out of 27), the saccade that
followed the displacement had an end point that was at the

target (Fig. 11A). That is, for these stimulation sites, the motor
commands for the ensuing saccade took into account the
displacement caused by the external stimulation. This result
suggested that a copy of the commands being produced by the
burst generators was being sent to another region and used to
control the subsequent inputs to the burst generators.

However, for some PPRF stimulation sites, this compensa-
tion was missing. For example, in Fig. 11B, the stimulation at
this site displaced the eyes by ~5° to the right, but the ensuing
saccade was vertical, not oblique. As a result, the saccade
missed the target. For this stimulation site, the motor com-
mands did not compensate for the stimulation-induced dis-
placement. Overall, it appeared that output of some but not all
burst generator neurons in the PPRF region was monitored by
a feedback control system.

Did the outputs of the motoneurons become part of the
efference copy? Sparks et al. (1987) placed their microelec-
trode in the abducens nucleus and stimulated just before a
vertical saccade. The stimulation of the abducens resulted in
displacement of the eyes along the horizontal direction (the
ipsilateral eye was displaced more than the contralateral eye, as
shown in Fig. 11C). However, the saccade that followed the
stimulation did not compensate for the stimulation-induced
displacement. This suggested that whereas output of some
burst generator neurons was monitored by a feedback control
system, the output of the motoneurons was not. Consistent with
Fig. 10A, the motoneurons were outside of the feedback control
loop, and their output was not part of the efference copy.

A particularly striking example of the inability to compen-
sate for a perturbation occurred when the motor nerve that
innervated a muscle was stimulated. The trochlear nerve (“pul-
ley” in Latin, 4th cranial nerve) innervates the superior oblique
muscle. Its stimulation pulls the eye downward and rotates it
toward the nose. Sparks and Mays (1983) stimulated this nerve
and observed that the stimulation displaced one eye (in this
case, the left eye, as shown in Fig. 11D) in the downward
direction, whereas the other eye remained still. Importantly,
after the stimulation ended, the displaced eye rotated back
toward the null position. Next, they flashed a target briefly (50
ms) and then stimulated the left trochlear nerve at target offset
(Fig. 11E). The stimulated muscle (in this case, on the left eye)
produced a displacement of the left eye in a downward direc-
tion. The motor commands generated by the saccade that
followed were appropriate for a horizontal saccade. As a result,
the combined effect of the stimulation-induced displacement
and the ensuing saccade was an end point on the left eye that
missed the target by a large margin. The right eye, however,
arrived on target. Following stimulation offset, the left eye
drifted toward the now-extinguished target.

The extraocular muscles are endowed with proprioceptive
sensors (muscle spindles) (Maier et al. 1974). Therefore, in
principle, the compensatory behaviors that we have observed
may be not because of efference copy but because of feedback
from proprioception. However, if the ability to compensate for
displacement of the eye comes about because the brain relies
on proprioceptive feedback from the ocular muscles, then we
would expect that it should also be able to compensate for the
displacement induced by nerve stimulation. Results in Fig. 11E
argue against this possibility.

To check for the role of sensory feedback from the eye
muscles in a more direct way, Lewis et al. (2001) compared
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saccades before and after surgical deafferentation of all extra-
ocular muscles. They found that all aspects of saccadic eye
movements, including the velocity-amplitude relationship,
end-point accuracy, and ability to hold the eyes following the
saccade, remained unaffected. Guthrie et al. (1983) surgically
deafferented the extraocular muscles, and then they presented
the monkey a visual target for 50 ms. However, before the
animal could make a saccade, they displaced the eyes away
from fixation by stimulating the superior colliculus. The stim-
ulation produced a saccade. Despite the fact that the stimula-
tion had moved the eyes away from the target—50 ms after

completion of the stimulation-induced saccade—the animal
made a saccade that brought the eyes near the target location.
This demonstrated that even without proprioception, the brain
could compensate for a stimulation-induced displacement of
the eye.

In principle, the within-saccade compensation (as in Figs. 8
and 9) could take place because a region monitored the activity
in the burst generators and steered the eyes as the movement
took place. The between-saccade compensation (as in Fig.
11A) could take place because another region monitored the
activity in the neural integrator, providing an estimate of the
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the vertical axis for 50 ms. On randomly selected
trials, following target offset, the right PPRF was
stimulated for 60 ms. This produced a horizontal,
rightward displacement of the eyes. At ~50 ms,
following stimulation offset, the animal made an
oblique saccade to the now-extinguished target.
Therefore, the saccade compensated for the stim-
ulation-induced displacement. The thick, horizon-
tal line indicates stimulation period. B: the com-
pensation was missing for some PPRF stimula-
tion sites, as shown in this example. C: the right
abducens nucleus was stimulated in the same
paradigm as in A. The result was rightward dis-
placement of both eyes, with a greater displace-
ment on the right eye. The stimulation coincided
with saccade onset. The stimulation produced
horizontal displacement of both eyes, followed by
immediate decay toward the null position. The
brain could not compensate for the within-sac-
cade abducens stimulation. Similar results were
observed when abducens stimulation preceded
the saccade. From Sparks et al. (1987), with
permission. D: effects of stimulation of the troch-
lear nerve. Stimulation of the left nerve in the
dark displaces the left eye downward, which is
then followed by a gradual drift back toward the
initial position. The right eye remains stationary.
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period. E: a target is flashed for 50 ms at 10° to
the right. At stimulus offset, the nerve on the left
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direction. The saccade generated following this
stimulation missed the target by an amount equal
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nent of the left eye; VR, vertical component of the
right eye. From Sparks and Mays (1983), with
permission.
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current position of the eye, which could then be used to
generate the subsequent motor commands that moved the eyes.
The locations of these regions remain largely unknown. How-
ever, there is some evidence that the cerebellum may be a
critical node.

The motor commands that move the eyes during a saccade
vary naturally because of the utility that the brain assigns to the
action. This utility, consisting of the reward at stake minus the
effort required, affects the vigor of the movement (Shadmehr et
al. 2010; Shadmehr et al. 2016). For example, saccades have a
higher velocity if the goal is to visualize the image of a face
compared with an inanimate object (Xu-Wilson et al. 2009b).
Saccades have a higher velocity if the movement is associated
with acquisition of food (Takikawa et al. 2002) or money
(Reppert et al. 2015) but have a lower velocity if people are
forced to wait before they are allowed to look at the stimulus
(Haith et al. 2012). Saccade velocity declines when subjects are
asked to make movements repeatedly to the same stimulus
(Fuchs and Binder 1983; Straube et al. 1997). This decline is
not because of fatigue but because repetition tends to devalue
the stimulus. Golla et al. (2008) and Xu-Wilson et al. (2009a)
used this repetition method to introduce variability in the motor
commands that moved the eyes. They then examined the
ability of people with cerebellar degeneration to respond to this
variability and found that repetition of the stimulus coincided
with reductions in saccade velocities in both groups (Fig. 12A).
This suggested that even with cerebellar damage, reductions in
utility of the action coincide with reduced size of motor
commands that move the eyes. However, whereas in the
healthy subjects, saccade amplitudes remained accurate, in the
cerebellar patients, the saccades fell short of the target. It
appeared that in healthy people, the variability in the motor
commands that initiated the saccade was generally compen-
sated via motor commands that arrived later in the same
saccade. However, the compensation was missing in cerebellar
subjects.

If the cerebellum plays a critical role in monitoring the move
commands, then it would follow that disruption of the cerebel-
lum should prevent the brain from compensating for inadequa-
cies of these commands. The fastigial nucleus of the cerebel-
lum is critical for “sculpting” the motor commands that are
produced by the burst generators. For example, the increase in
the IBN discharge displayed during adaptation (Fig. 3) is likely
because of increased input from the fastigial nucleus. Indeed,
stimulation of the fastigial nucleus engages the IBNs (and
perhaps EBNs) on the contralateral side (with respect to the
fastigial nucleus), displacing the eye to the contralateral side.
Noda et al. (1991) explored the effects of stimulating the
fastigial nucleus. They provided the animal with a visual target
at a random location for 25 ms. They then stimulated the
fastigial nucleus for 20 ms and observed that both eyes were
displaced to the contralateral side, as illustrated in Fig. 12B.
The stimulation not only produced a displacement, but the eyes
were also maintained at the new location with little or no drift
back toward the initial position. This suggested that stimulation
of the deep cerebellar nucleus engaged the burst generators
whose activity not only resulted in displacement of the eye but
also engagement of the neural integrator, producing activity
that held the eye after the fastigial stimulation had ended.

The saccade that followed this stimulation-induced displace-
ment missed the target by an amount equal to the displacement

produced by the stimulation. In a second experiment, Noda et
al. (1991) timed the stimulation onset to the onset of the
saccade. This stimulation disrupted the ongoing saccade, dis-
placing it to one side, as shown in Fig. 12C. However, the brain
could not compensate for this disruption, and the saccade end
point missed the target by an amount equal to the stimulation-
induced displacement. This is despite the fact that similar
disruptions produced by stimulation of other brain regions,
such as OPNs (Fig. 8), could be corrected.

The PPRF houses burst generators that produce the pulse-
like command that moves the eyes during a horizontal saccade.
Data in Fig. 11, A and B, suggest that output of some of these
neurons, but not all, was monitored by a control circuitry,
allowing for compensation due to perturbation or unexpected
output. Importantly, the brain could not compensate for the
cerebellum-induced perturbations in the burst generators. This
leads to the conjecture that there exists a group of burst
generators whose output not only goes to the motoneurons and
the neural integrator but is also sent to an internal feedback
circuitry that monitors the commands. Perhaps this circuitry is
in the oculomotor vermis of the cerebellum. The output of the
oculomotor vermis is to the fastigial nucleus, which in turn,
projects back to the burst generators. Because stimulation of
the fastigial displaced the eyes but was not corrected by
internal feedback, it seems likely that the fastigial projects to
that subgroup of burst generators whose output is not part of
the efference copy. Stimulation of these burst generators would
not result in compensation, as in Fig. 11C. In this view, the
hypothesized displacement integrator is at least partly depen-
dent on the oculomotor vermis region of the cerebellum.

In summary, the commands that move the eye during a
saccade are controlled via an internal feedback circuit that
monitors the activity of the burst generators but not the mo-
toneurons. This internal feedback circuit is concerned with
control of the movement phase and is distinct from the neural
integrator, despite the fact that both systems rely on the activity
of the burst generators. The cerebellum appears to be a critical
part of the internal feedback circuit because its damage or
disruption impairs the ability to compensate for the natural
variability that is present in the motor commands.

CONTROL OF THE HOLD PHASE VIA INTERNAL FEEDBACK

A neural network, such as the one that we considered in Fig.
6E, could, in principle, act as an integrator, adding to the pulse
motor commands a step-like motor command to hold the eye
following the saccade. For horizontal saccades, the network in
the prepositus likely plays such a function. For vertical sac-
cades, the network in the INC likely plays such a function.
However, the pulse and step would have to be tightly coupled,
as a mismatch would result in a slow drift of the eye following
completion of the saccade. On occasion, such a scenario does
occur, particularly when healthy people are fatigued: following
the saccade, the eye may drift back toward an equilibrium
position (a backward drift), as if the step was not large enough
compared with the pulse. Alternatively, following the saccade,
the eye may drift forward (an onward drift), as if the step was
too large compared with the pulse.

To check whether the process of generating the step was
actively monitored and controlled via internal feedback, Opti-
can and Miles (1985) artificially perturbed the gaze-holding
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system and looked to see if the brain responded by adapting the
commands that described the step. In their experiment, every
saccade was followed by a perturbation that produced a drift in the
visual scene. As the animal completed a saccade, the computer
detected that event and moved the visual field that was displayed
on a large screen via an exponential drift that had a time constant
of 50 ms and an amplitude of one-half that of the just-
completed saccade. In one experiment, the drift was backward
with respect to the saccade, whereas in another experiment, the
drift was onward.

Before this training, spontaneous saccades in the dark ex-
hibited little or no drift (Fig. 13A); the pulse was followed by
a step that precisely held the eye. However, following several
days of training with the onward perturbation, spontaneous
saccades in the dark now exhibited an onward drift (Fig. 13B).

Similarly, following several days of training with the backward
perturbation, saccades exhibited a backward drift (Fig. 13C).
Importantly, this training did not affect the saccade itself but
only the motor commands that held the eye after completion of
the saccade. Optican and Miles (1985) varied the time constant
of the perturbation drift (in separate days of training) from 25
to 50 to 100 ms and found that with training, the animals
produced a drift with their eyes that had a time constant that
roughly matched the perturbation (Fig. 13D). That is, the brain
learned to produce motor commands that no longer held the
eye steady following the pulse but made it drift in a way that
was consistent with the motion of the visual field.

This indicated that the normal condition in which gaze was
held steady following a saccade was merely a reflection of the
fact that the visual world typically did not move when we
moved our eyes. If it were to do so, as in the perturbation that
Optican and Miles (1985) programmed, then during the post-
saccadic period, the brain would produce motor commands that
did not hold the eyes steady but moved them in such a way as
to match the visual motion, thereby keeping the image constant
on the retina. Therefore, the objective of the motor commands
that came following the termination of the saccade was not to
hold the eyes steady but to hold the visual input on the fovea
steady. That is, the aim of the hold circuit was to maintain a
constant sensory state, and for the eyes, this meant a stable
image on the fovea.

What neural system was critical for this ability to control the
motor commands adaptively during the hold phase? Optican et
al. (1986) trained monkeys over a 2-day period to make
saccades, while the visual field was perturbed with the post-
saccadic drift (time constant of 50 ms and an amplitude of
one-half that of the saccade). In one experiment, the drift was
backward, whereas in another experiment, the drift was on-
ward. To measure the effect on saccades, they measured the
pulse amplitude by quantifying the size of the rapid portion of
the saccade (P), and then the final amplitude of the saccade (S;
Fig. 13C). The P/S ratio for a normal saccade is one. If the
animal adapts to the visual displacement in the onward-pertur-
bation experiment, then gain should decrease. In normal,
healthy monkeys, the P/S ratio before the experiment started
was 0.98. After 2 days of adaptation to the onward task, the
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ratio dropped to 0.75. For the backward-perturbation experi-
ment, the gain increased to 1.14.

Next, they removed the flocculus region of the cerebellum
bilaterally and found that the animals could no longer alter the
step height, and P/S ratio remained at near one. This suggested
that the adaptive mechanism for control of the hold phase
depended on the flocculus region of the cerebellum.

In summary, it appeared that the circuits responsible for
generating the motor commands that moved the eyes during a
horizontal saccade (burst generators, EBNs, and IBNs) were
separate from the circuits responsible for motor commands that
held the eyes still following the saccade (prepositus). Whereas
both the movement and hold circuits were actively monitored
and controlled via internal feedback, damage to the hold circuit
produced postsaccadic drift, as well as a change in the null
position of the eyes, but largely spared the movement compo-
nent of the saccade. Figure 14 is a schematic that summarizes
these ideas. As we will see, adaptive control of the move
commands depends on the oculomotor vermis region of the
cerebellum, whereas adaptive control of the hold commands
depends on the flocculus region of the cerebellum.

ADAPTIVE CONTROL OF THE MOVEMENT PHASE AND THE
HOLD PHASE

Robinson had suspected that the cerebellum must play a
central role in controlling the movement phase of saccades (the
pulse), because with his student David Zee, they had examined
people with cerebellar degeneration and noted that the patients
had enduring saccade dysmetria. He had also suspected that the
cerebellum played a critical role in controlling the postsaccadic
holding phase (the step), because he had found that following
complete removal of the cerebellum (Fig. 15F), the animals
were no longer able to hold their gaze steady (Robinson 1974):
following a saccade, the eyes drifted toward a null position
near the center, with a time constant of ~1.3 s. Indeed, in
humans, the clinical manifestation of a deficit in the neural
integrator is gaze-evoked nystagmus, a condition where the
brain cannot maintain gaze at an eccentric location, and the

eyes drift back toward the straight-ahead position. This condi-
tion is frequently observed in people who suffer from cerebel-
lar degeneration (Gomez et al. 1997; Tarnutzer et al. 2015). An
example is shown in Fig. 15G, where the patient was instructed
to fixate gaze to the right or to the left. However, the eyes
drifted slowly toward the center (time constant of �1 s), and
this was followed by a saccade that corrected the position of

normal Following training in
onward drift perturbation

Following training in
backward drift perturbation

D

-5

0

5

10

15
E

ye
 p

os
iti

on
 (d

eg
)

0 400200 0 400200 0 400200
Time (msec)

A CB

P

S

E
ye

 d
rif

t i
n 

da
rk

ne
ss

 (m
s)

0

100

50

0 10050
Image drift (msec)
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dark under normal conditions. B: adaptation of the gaze-holding system. Spontaneous saccade in the dark following days of training with a perturbation that
moved the visual field following completion of each saccade. Each saccade was followed by a drift of the visual image in the direction of the just-completed
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postsaccadic drift with a time constant of ~50 ms. C: spontaneous saccade in the dark following days of training in which each saccade was followed by a shift
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Fig. 14. Control of saccades via internal feedback. To generate a saccade, there
is a burst of activity in a caudal region of the superior colliculus (SC)
corresponding to the saccade vector (simultaneously, there is a pause in the
fixation-related neurons in the rostral pole regions of the SC). This input drives
the burst generators (BN), producing a pulse-like motor command that acti-
vates the motoneurons. This pulse is under control of the oculomotor vermis
(OMV) region of the cerebellum. The output of OMV is to the fastigial
nucleus, which in turn, acts on the burst generators. The output of the fastigial
nucleus is also to the rostral pole region of the superior colliculus (May et al.
1990). With its projections to the rostral pole of SC, the cerebellum may serve
to reactivate the fixation-related neurons, helping to end precisely the activity
in the caudal colliculus. The pulse is transformed by the neural integrator into
a step-like command that holds the eye still following completion of the
saccade. The step is also under control of the cerebellum: the flocculus and the
flocculus target neurons (FTN) in the vestibular nucleus. Arrows represent
excitatory connections, and open triangles represent inhibitory connections.
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the eyes back toward the lateral position. Recall that inactiva-
tion of the prepositus had also produced gaze-holding deficits
(Fig. 10C), but the resulting time constant of the drift was ~200
ms—the time constant of the mechanical plant of the eyes.
Therefore, it appeared that the cerebellum acted together with
the prepositus, allowing the visual image to remain stable on
the fovea following completion of a saccade.

With his student Lance Optican, Robinson began an inves-
tigation of the function of the cerebellum in control of sac-
cades. Optican and Robinson (1980) weakened the lateral and
medial rectus muscles of one eye in a monkey and then
immediately placed a patch on that eye. The weakening of the
muscles made it so that the move command had to be larger
than normal to displace the eye, and the hold command needed
to be larger to hold the eye at that off-center location. However,
because the weak eye was patched, the brain did not have
visual feedback from that eye and could not learn from the
visual information on the retina that the saccade did not reach
the target or that the eye was not held steady following

completion of the movement. This is noteworthy, because the
muscles of the eyes are well endowed with proprioceptive
sensors. Despite this, the visual feedback was necessary to
produce significant compensation for the damage to the mus-
cles.

When the monkey made saccades while viewing with the
good eye, the resulting saccade, of course, moved both eyes.
The good eye arrived on target, whereas the weakened eye fell
quite short of the target (Fig. 15A). This was expected, as the
pulse generated to move the weakened muscles was not large
enough, and as a result, the saccade on the weakened eye was
hypometric. However, following completion of the saccade,
the weak eye had gaze-holding issues, exhibiting a backward
drift (see Fig. 15A). As a result, damage to the muscles had
produced both a problem with the movement phase of the task
(saccades were hypometric) and a problem with the holding
phase (movements had postsaccadic drift). Could the healthy
brain adapt the move and hold commands to compensate for
the damage to the muscles? To do so, the brain needed visual
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the entire cerebellum removed. Left: the weak eye was patched, and the normal eye had been provided visual experience for 5 days. The normal eye exhibits
postsaccadic drift. Right: the patch has been placed on the normal eye, and the weak eye had been provided visual experience for 5 days. E: in another animal,
the muscles of one eye were weakened, and the oculomotor vermis and fastigial nuclei were removed. Left: a saccade after the normal eye had been provided
visual experience for 13 days. The saccade is hypermetric but without postsaccadic drift. Right: a saccade after the patch was placed on the normal eye, and the
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a drift with a time constant of 1.3 s. From Robinson (1974), with permission. G: effects of cerebellar degeneration in a human. The subject was instructed to
hold gaze at 30° to the right or left of the midline. The gaze showed a slow drift toward the midline, followed by rapid corrective saccades. From Shaikh et al.
(2016), with permission.
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feedback regarding the consequences of the motor commands
to the weak eye.

Optican and Robinson (1980) switched the patch from the
normal eye to the weak eye. Now the brain could get visual
feedback regarding the hypometric saccades, as well as the
drift that was occurring during the postsaccadic period. Ini-
tially, the animal needed to make approximately four saccades
to place the 10° target on the fovea of the weak eye (Fig. 15B).
However, after 5 days of experience with the weak eye, the
animal showed a remarkable recovery; it was not only able to
make normal saccades with the weak eye, but it was also able
to hold the gaze steady following the saccades (Fig. 15C).

This observation suggested two ideas. First, the move circuit
and the hold circuit were both under control of an adaptive
system that monitored their outputs (Fig. 14). Perhaps effer-
ence copy from both the burst generators and the prepositus
was used by control circuits to adjust their respective activities.
Second, the adjustment could undergo adaptation only if there
was visual feedback that indicated the presence of an error.
That is, the visual error that arrived following completion of
the saccade drove adaptive control of both the movement and
the hold circuits.

As the animal adapted to errors it observed with the weak
eye, the normal eye was patched. Learning to make a 10°
saccade with the weak eye resulted in severely hypermetric
saccades with the patched, normal eye; it made a 25° saccade
in response to a 10° target (Fig. 15C). Furthermore, in the
postsaccadic period, now the normal eye exhibited a drift
(onward drift; see Fig. 15C). Therefore, given the visual
consequences of the motor commands in the weak eye, the
brain adapted both the move and the hold commands, produc-
ing a normal amplitude saccade with little or no postsaccadic
drift. However, because the normal eye was covered, this
adaptation, due to errors observed with the weak eye, gener-
alized to the normal eye, resulting in hypermetria and gaze-
holding issues in that eye.

To test whether the cerebellum played a role in the adapta-
tion that had taken place in response to the weakening of
muscles, Optican and Robinson (1980) weakened the eye in
another animal, kept that eye patched, and then removed the
entire cerebellum. Removal of the entire cerebellum produced
three fundamental problems. First, the animal had trouble with
gaze holding, as evidenced by the drift before the saccade was
initiated and after it terminated (Fig. 15D). Second, the sac-
cade, made by the normal eye, was hypermetric, whereas the
saccade made by the weakened eye was approximately on
target. This suggested that in general, the role of the cerebellum
in control of the movement phase was inhibitory, reducing the
gain of the system. Removal of the cerebellum made all
saccades hypermetric, but because muscles in one eye had been
weakened, the combined effect of cerebellar removal (hyper-
metria) and weakened eye muscle (hypometria) made move-
ments in the weak eye of near-normal amplitude (the combined
effects of muscle damage and cerebellum removal on postsac-
cadic drift were less clear). Third, whereas with a healthy
cerebellum, the animal could adapt to the weakened muscle
and alter the move, as well as the hold commands, following
removal of the cerebellum, this ability was no longer present.
When Optican and Robinson (1980) put the patch on the good
eye and gave the animal time to adapt, the animal was unable
to hold the gaze, despite having many days to adapt to the

drifting visual input. The cerebellum was critical for the ability
to adapt both the move and hold motor commands in response
to the damage in the eye muscles. To perform this adaptation,
the cerebellum relied on visual information regarding conse-
quences of motor commands (the covering of the weak eye
removed the possibility of adaptation).

Finally, Optican and Robinson (1980) asked whether differ-
ent parts of the cerebellum were important for control of the
move and hold commands. In another animal, after weakening
the muscles of one eye, they removed the oculomotor vermis
and the underlying fastigial nucleus of the cerebellum. The
oculomotor vermis has Purkinje cells that project to the fasti-
gial nucleus, which in turn, projects to the contralateral burst
generators. After damage to the oculomotor vermis and fasti-
gial, as well as the muscles of one eye, they put the patch on
the weak eye. They observed that for movements with the good
eye, this damage to the cerebellum produced saccade hyper-
metria (particularly for horizontal saccades) but no deficits
with postsaccadic gaze holding (Fig. 15E). Therefore, the
oculomotor vermis and fastigial were critical for the movement
phase of the saccade but not the hold phase. Next, they
removed the patch from the weak eye and placed it on the
normal eye and allowed the animal 13 days to adapt. They
found that during this period, the brain learned to improve the
saccades made by the weak eye, particularly in the holding
phase (Fig. 15E). That is, when the patch was placed on the
normal eye, the gaze holding improved on the weak eye but
now became poor on the normal eye.

This was the first experiment to demonstrate that the intact
cerebellum was required for adaptive control of both the
movement phase and the holding phase of saccades. The
weakening of an eye muscle had two effects: it made saccades
hypometric and introduced a postsaccade drift. With an intact
cerebellum and visual feedback, the animals were able to
correct both problems on the damaged eye, albeit at the
expense of hypermetria on the normal eye (which was denied
visual feedback). With removal of the oculomotor vermis and
fastigial regions of the cerebellum, the animals lost the ability
to adapt the move commands but could adapt the hold com-
mands and eliminate postsaccadic drift. Together, the results
suggested that adaptive control of the move phase relied on the
oculomotor vermis of the cerebellum, whereas control of the
hold phase was due to another region of the cerebellum.

Zee et al. (1981) refined this view by recording eye move-
ments before and after bilateral removal of the flocculus region
of the cerebellum. They found that without the flocculus, the
animals were not impaired in generating the move phase:
saccade peak velocity appeared normal, and the amplitude of
saccades also appeared unaffected. The major impairment
caused by damage to the flocculus was postsaccadic drift (Fig.
16A). For horizontal saccades, the postsaccadic drift was usu-
ally onward. For vertical saccades, the postsaccadic drift was
also usually onward (Fig. 16A) but in some animals, backward
(Fig. 16A). With the light off, gaze could not be maintained,
exhibiting a drift toward a central location with a time constant
of 1.6 s (Fig. 16B).

In sharp contrast, when Takagi et al. (1998) bilaterally
removed the oculomotor vermis (and left the underlying fasti-
gial nucleus intact), they found no deficits in gaze holding, as
illustrated in Fig. 16C. Instead, they found that the lesion
fundamentally altered the ability of the animal to control the
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movement phase of the saccade. The saccades became hypo-
metric, with the gain (ratio of eye displacement to target
displacement) changing from 0.97 in the healthy animal to 0.51
in the lesioned animal. The lesion made saccade end points
more variable, as illustrated by the saccades shown in Fig. 16C.
When saccade amplitudes were matched in the normal and
lesioned animal, it became apparent that the peak saccade
velocity was much lower in the lesioned condition (Fig. 16D).
The damage to the oculomotor vermis had reduced the accel-
eration phase of the movement and in particular, made the
velocity profile have a very long tail, as if the movement could
no longer end abruptly (Fig. 16E).

In summary, the intact brain could learn to compensate for
the damaged muscles of one eye by altering both the com-
mands that moved the eye and the commands that held the eye
following saccade completion. With damage to the flocculus
region of the cerebellum, the time constant of gaze holding was
reduced from a normal 20 s to as little as 1.5 s. This damage
also severely impaired the ability of the brain to adapt the
motor commands that held the eye steady following the sac-
cade, as evidenced by the inability to adapt in response to
perturbations that produced postsaccadic drift of the visual
scene. With bilateral damage to the oculomotor vermis region
of the cerebellum, horizontal saccades became hypermetric,
but there were no significant gaze-holding issues. This damage
did not impair the ability to adapt the postsaccadic gaze-
holding motor commands but did impair the ability to modify
the motor commands that moved the eye during the saccade.

Together, these observations suggested that the oculomotor
vermis and the associated fastigial nuclei played a critical role
in adaptive control of the motor commands that moved the eye
during the saccade, whereas the flocculus and the associated
vestibular nuclei played a critical role in adaptive control of the
motor commands that held the image steady on the fovea
following completion of the saccade (Fig. 14).

MOVING THE HEAD VS. HOLDING IT STILL

The fact that there are distinct circuits in the brain stem for
moving the eye during a saccade vs. holding it still (burst
generators vs. the prepositus) and that each function may be
monitored and supported by a distinct region of the cerebellum
(oculomotor vermis vs. flocculus) raises a question: is such a
separation of function also present in other kinds of move-
ments?

In principle, the purpose of the move circuit is to produce a
change in the sensory state of the body part, whereas the
purpose of the hold circuit is to maintain a constant sensory
state in that body part. For example, perhaps a hold circuit
specializes in maintaining the arm in place after one completes
a reach: lifting a cup from the table to our lips requires not only
moving the cup upward but also holding it once the reach has
completed. Similarly, it is possible that a hold circuit maintains
the neck in place after one rotates it away from the straight-
ahead configuration. At present, it is not known whether
separate systems are responsible for moving a part of the
skeletal system and holding it in place or whether a single
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system does both jobs. However, there are clues that suggest
that these two functions may be divided into separate circuits.

During a head movement, for example, one that we might do
to look at an object to the left, the saccadic eye movement is
followed by head rotation (Fig. 17). To generate the head
rotation, neck muscles receive a burst of activity. To maintain
the new position, the same muscles receive sustained activity,
as illustrated in the recordings that Bizzi et al. (1971) made
from the splenius capitis muscle. Activity in the right splenius
is sustained when the head is held stationary to the right, and
activity in the left splenius is sustained when the head is held
stationary to the left (Fig. 17). Just like the eyes, holding of the
head steady requires sustained activity in the various neck
muscles.

Shaikh et al. (2013) attached a laser to the head of human
volunteers and asked them to rotate their head to point the laser
at a light-emitting diode target placed on the horizontal axis.
Following presentation of the target, the head rapidly rotated
toward the target (with peak velocity of ~50°/s) and then
remained stationary until the next target was presented (Fig.

18A). This ability to hold the head steady following completion
of the movement was aided by two factors: visual input from
the laser and proprioceptive input from the neck muscles. Next,
they turned off the laser and asked the subjects to perform the
same task but now, without the aid of visual feedback. They
found that following completion of the head movement, with-
out the visual feedback, the head did not maintain a steady
position (Fig. 18B); rather, it drifted back toward the straight-
ahead configuration. This drift had a time constant of ~48 s.
Finally, they vibrated the neck muscles, attempting to intro-
duce noise in the sensory system that would provide feedback
regarding the current position of the head. The vibration
increased the rate of decay of the head, reducing the time
constant to ~28 s (Fig. 18C). Importantly, they found that the
time constant of decay was independent of the position of the
head. Regardless of where the head was located following
completion of the movement, it rotated back toward the center
with a time constant of ~48 s in the intact condition and 28 s
in the neck-vibration condition. The data appeared consistent
with a “leaky” integrator that responded to the commands that
moved the head by producing commands that held it in place.

If there is a neural integrator for head movements, it should
have two properties: first, its stimulation should not only move
the head to a new position but also hold it there, despite
stimulation offset (much like Fig. 7A and simulations in Fig.
6H). Second, damage to this system should make it so that the
subject can make nearly normal head movements but cannot
hold the head steady following the movement.

Klier et al. (2002) found a region in the midbrain of the
monkey that had these two properties. They focused on the
INC, an area that Crawford et al. (1991) had earlier shown was
critical for neural integration of vertical oculomotor commands
(Fig. 4B). They began by stimulating INC and found that the
stimulation produced torsional deviations in head position (Fig.
19A). The stimulation of the right INC produced a rotation of
the head opposite that of stimulating the left INC. For example,
200 ms stimulation produced a sluggish rotation of the head
(Fig. 19A). However, once the stimulation ended, the head
maintained nearly all of its torsional position. Therefore, a brief
stimulation not only moved the head but also roughly held it at
its new location, despite cessation of stimulation.

Next, Klier et al. (2002) injected muscimol (a GABA ago-
nist) into either the left or right INC. They found that the
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animal could make head movements but was not able to hold
the head steady following completion of the movement (Fig.
19B). Rather, the head rotated back following completion of
the movement, as if the hold circuit had been disabled. These
results suggested that like eye movements, control of head
movements relied on a neural integrator that transformed brief,
pulse-like inputs that moved the head into steady, step-like
commands that held it in place following completion of the
movement.

These results on control of head movements shed light on a
clinical disorder, called cervical dystonia (also known as tor-
ticollis, Latin for twisted neck), where patients hold their heads
not in the straight-ahead, vertical position but in a null position
that has the head twisted in a nonvertical configuration. There
are beneficial effects of surgery in the region of INC for
patients with cervical dystonia (Vasin et al. 1985). A recent
review summarized the evidence that links cervical dystonia
with disorders of the neural integrator (Shaikh et al. 2016).

DISPLACING THE ARM VS. HOLDING IT STILL: THE MOTOR
CORTEX

The M1 in primates is not a uniform structure but one that
appears to be separated into two regions: a caudal region that
includes the anterior bank and crown of the central sulcus and
a rostral region that includes the precentral gyrus and continues
to the premotor cortex. This distinction comes from micro-
stimulation and anatomical tracing. Very low current stimula-
tion of the caudal M1 can produce muscle contractions,
whereas higher currents are needed to achieve similar contrac-
tions from rostral M1 (Kwan et al. 1978). In its Layer V, caudal
M1 contains corticomotoneurons that project monosynapti-
cally to the motoneurons in the spinal cord that innervate hand
(Rathelot and Strick 2006) and arm (Rathelot and Strick 2009)
muscles. In contrast, cells in Layer V of rostral M1 do not
project to the motoneurons but project to an intermediate
region before reaching the motoneurons (Rathelot and Strick
2009). The caudal M1 corticomotoneurons appear to be spe-

cific to primates, as they do not appear in the cat. In this sense,
rostral M1 is the old motor cortex in primates—the one that we
share with other mammals—whereas caudal M1 is the new
motor cortex.

Intriguingly, many cells in the old motor cortex appear to be
concerned with motor commands that move the arm but not the
commands that hold the arm after the movement has com-
pleted. In contrast, many cells in the new motor cortex appear
to be concerned with both the movement and the hold compo-
nents.

Crammond and Kalaska (1996) trained monkeys to hold a
light-weight handle at a central location and reach to one of
eight targets that were placed at an 8-cm distance. Once at the
target, the animals held their hand at that location for 2 s before
returning to center. Earlier work by Georgopoulos et al. (1984)
had established that holding the arm required sustained activity
of various muscles (Fig. 20A). For example, the deltoid was
more active when the right arm was maintained steady in a
more flexed posture (target at 180°; Fig. 20A). Therefore, like
the eyes and the neck, holding the arm steady at a given posture
was achieved by sustained activity of muscles.

Crammond and Kalaska (1996) reported that if the move-
ment was in the PD of a muscle during the movement phase,
that muscle displayed a burst of activity, followed by tonic
discharge that was sustained during the hold phase (Fig. 20B).
They recorded from a large number of M1 cells (n � 224) and
found that in caudal M1, cells (n � 72) had a discharge that
was roughly similar to the muscles: when the reach was in the
PD of the M1 cell (Fig. 20C), the population exhibited a burst
during the reach period, followed by a tonic discharge above
the baseline during the hold period. When the reach was in the
opposite direction (PD � 180; Fig. 20B), the population
exhibited a decline in activity, followed by a tonic discharge
below baseline.

In contrast to the cells in caudal M1, Crammond and
Kalaska (1996) found that cells in rostral M1 (n � 152)
exhibited a burst during the movement phase but lacked the
tonic activity during the hold phase (Fig. 20C): despite the
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strong modulation during the movement phase, rostral M1
cells were largely indifferent to the activity needed to hold
the arm once the movement had ended. Cells in dorsal
premotor cortex were similar to the cells in rostral M1,
generally displaying a modulation only during the move-
ment phase, with little or no tonic activity during the hold
phase. Therefore, roughly speaking, rostral M1 cells exhib-
ited activity that carried information about the move period
but not the hold period, whereas caudal M1 cells carried
information about both periods.

Anatomical findings of Rathelot and Strick (2009) showed
that Layer V cells in caudal M1 were more likely to project
directly onto the motoneurons, whereas cells in rostral M1
were more likely to project to an intermediate region that in
turn, projected onto the motoneurons. They used retrograde
transneuronal transport of rabies virus from single muscles of
the rhesus monkey to identify corticomotoneuronal cells in M1
and found that in caudal M1, many cells made monosynaptic

connections to motoneurons that innervated shoulder, elbow,
or finger muscles (Fig. 21A). In contrast, there were much
fewer cells in rostral M1 with monosynaptic projections to
spinal motoneurons.

Kwan and colleagues (1978) had noted that caudal M1
cells required less current during microstimulation to pro-
duce motion in single joints of the arm than rostral M1 cells
(Fig. 21B). Therefore, it appeared possible that among the
caudal M1 cells that Crammond and Kalaska (1996) had
recorded were a fair number of corticomotoneurons. If so,
identified corticomotoneurons in M1 should exhibit bursting
activity during the move phase, as well as tonic activity
during the hold phase.

Strick and colleagues (Griffin et al. 2015) considered a task
where the animal moved a cursor on the screen by rotating its
wrist. Figure 21C shows averaged activity of corticomotoneu-
rons during the wrist movement in the PD of the neuron and the
averaged activity of their target muscle during the same move-
ment. The peak muscle activity occurred 15 ms after neuronal
peak activity. Importantly, activity in the corticomotoneurons
was sustained after movement end, similar to that in the
muscles. Therefore, the corticomotoneurons—cells that were
located in Layer V of caudal M1—exhibited activity that
included both the movement phase and the hold phase of the
action.

With the consideration of these results together, we may
speculate that in caudal M1, where Layer V cells are more
likely to make monosynaptic projections onto spinal motoneu-
rons, the cortical neurons convey commands that control both
the movement and the hold phases of the action. However, in
the rostral M1, where Layer V neurons project to spinal
interneurons or brain stem interneurons, the cortical neurons
convey commands for moving the limb but have little involve-
ment in the commands that are responsible for holding the limb
after the movement has ended.

TRANSIENT FORCE VS. STEADY FORCE: THE MOTOR CORTEX

Shalit et al. (2012) trained monkeys to hold a force trans-
ducer and produce forces in various directions. A cue, consist-
ing of eight circles, with one red color, appeared, instructing
the animal of the force vector that was required (Fig. 22A).
After a delay period, a Go cue appeared (removal of the central
target), instructing the animal to produce the cued force. The
animal held the force in the target range for 0.35–1.0 s, after
which, the center cue was displayed, and the animal reduced
the force back to zero.

The authors recorded from 285 cells in M1, mostly in the
rostral region, as well as 102 cells from the spinal cord
(interneurons, spinal segments C5–T1). Examples of single M1
and spinal cells are shown in Fig. 22A. The spinal cell had a
discharge that tracked the force, while the M1 cell behaved
differently: it first had a weak response to onset of the cue and
then a burst near force onset but then silence as the force was
maintained. That is, whereas the spinal cell exhibited activity
that included both a pulse-like and a step-like component, the
M1 cell exhibited only a pulse. When the activity for all M1
and spinal cells was averaged across all directions of force
(Fig. 22B), the M1 cells showed a transient response that led
electromyography (EMG) but then declined to near baseline
long before the end of the hold period. However, the spinal

Caudal M1 (pd)

0 0.5 1.0 1.5-0.5-1.0
Time from movement onset (sec)

ta
rg

et
 o

ns
et

re
ac

h 
en

d

0

25

50

Posterior deltoid

Pectoralis major

Triceps
Latissimus dorsi

0 0.5 1.0 1.5-0.5-1.0

Caudal M1 (pd+180)

Rostral M1 (pd)
Rostral M1 (pd+180)Fi

rin
g 

ra
te

 (H
z)

0

1

E
M

G
 (a

rb
itr

ar
y 

un
its

)

B

C
Time from movement onset (sec)

ta
rg

et
 o

ns
et

re
ac

h 
en

d
1 sec

8 cm

A

Fig. 20. Activity of neurons in the rostral and caudal regions of the primary
motor cortex (M1) during reaching. A: experimental setup and activity in the
deltoid muscle of the right arm as the hand was held steady at each location.
From Georgopoulos et al. (1984). B: activity in a selection of arm muscles
during reaching movement in the preferred direction (pd) of each muscle. C:
population activity in rostral and caudal M1 cells during a reach in the pd of
the cells or the opposite direction (pd � 180). Caudal M1 cells show tonic
activity during the hold period but not rostral M1 cells. From Crammond and
Kalaska (1996), with permission.

1453DISTINCT NEURAL CIRCUITS FOR CONTROL OF MOVEMENT VS. HOLDING

J Neurophysiol • doi:10.1152/jn.00840.2016 • www.jn.org

 by 10.220.33.4 on A
pril 7, 2017

http://jn.physiology.org/
D

ow
nloaded from

 

http://jn.physiology.org/


cells produced an activity that rose with the M1 activity and
were sustained during the hold period.

Shalit et al. (2012) found that each M1 and spinal cell
exhibited a PD of force for which it produced its largest
response. They found this PD for each cell during the force-
onset period, as well as force-offset period. They then averaged
activity of the various cells at force onset when the target was
in the PD of each cell and found that activity in M1 rose before
that of the spinal cells but then soon declined (Fig. 22C). In
contrast, when they examined activity near force offset, they
again found a group of M1 cells that showed a transient burst
but now, with preferred force direction that was toward the
center target. That is, the authors found that among their
population of M1 cells, the average activity was a transient
burst around force onset with no hold-related activity. In
contrast, in the spinal cord, the activity included both a burst
and a hold-related activity.

The results of Shalit et al. (2012) were consistent with those
reported earlier by Georgopoulos et al. (1992). In those exper-
iments, the monkey was first instructed to maintain a force that
countered a bias load. Once this bias force was achieved, the
animal was instructed to produce an additional force pulse to one
of eight directions. Georgopoulos et al. (1992) found that their
collection of M1 cells was tuned to the force pulse, irrespective of
the bias force that the animal was producing. They concluded that
rather than encoding the total force being produced by the mus-
cles, during the force-pulse period, the M1 cells encoded largely
the change in force with respect to the bias force.

In our framework, the cells described by both Georgopoulos
et al. (1992) and Shalit et al. (2012) would fall into the category
of rostral M1 cells, described by Crammond and Kalaska
(1996): sensitive to motor commands in the move phase but not
the hold phase. In contrast, the corticomotoneurons described
by Griffin et al. (2015) would fall into the category of caudal
M1 cells described by Crammond and Kalaska (1996): sensi-
tive to motor commands during both the move phase and the
hold phase.

To illustrate this distinction between the caudal and rostral
M1 cells, consider the cells recorded by Sergio et al. (2005)
from the most caudal part of M1 in the anterior bank of the
central sulcus. The animals performed two tasks: in some trials,
an isometric force task; in other trials, a reaching task. Unlike
the M1 cells reported by Shalit et al. (2012), the caudal M1
cells not only produced a burst aligned with force onset but
also tonic activity during the ensuing hold period (Fig. 22E).
The same cells were active during both the move phase and the
hold phase of a reach task (Fig. 22F).

The potential distinction between M1 cells that were
engaged for movement vs. holding was also noted by
Kurtzer et al. (2005). These authors trained a monkey in a
task in which the animal held its hand at a center location,
while an exoskeleton robot pushed on the elbow and/or
shoulder joints. During holding, the discharge of some cells
was modulated by the direction of the load, whereas other
cells appeared insensitive to the varying loads. However,
some of the cells that were insensitive to load during
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holding became active during reaching, exhibiting a burst as
the hand reached to various directions. That is, some M1
cells were modulated by force during reaching but were
insensitive to similar forces during holding.

With the consideration of these data together, it seems
plausible that the cells in rostral M1—the old motor cortex
common to all mammals or more generally, M1 cells that have
higher stimulation thresholds to produce muscle activity
(Kalaska et al. 1989)—are concerned with a change in the state
of the limb: increase or decrease of force in an isometric task,
move phase of a reaching task. Because the rostral M1 cells
lack the sustained activity needed for the hold phase, they may
rely on a downstream structure that serves as a neural integra-
tor for the arm (Fig. 22G). In this model, the sum of the rostral
M1 activity and this integrated activity is fed to the spinal
interneurons. Where might such a neural integrator for the arm
be located?

The brain stem houses a host of nuclei that are important for
control of limb movements. In the caudal medulla, a nucleus,
called medullary reticular nucleus, is noteworthy because of its
anatomical projections and its functional contributions to con-
trol of reaching (Esposito et al. 2014). The ventral part of this
nucleus (MdV) in mice projects monosynaptically to ipsilateral
forelimb motoneurons, particularly biceps, with minor projec-

tions to triceps or any of the hindlimb motoneurons. In con-
trast, other brain stem nuclei, including spinal trigeminal nu-
cleus, pontine reticular nucleus, and vestibular nucleus, show
monosynaptic projections to forelimb motoneurons that are
biased toward triceps. MdV neurons are almost exclusively
glutamatergic, providing excitation on forelimb motoneurons.
Importantly, MdV receives direct projections from Layer V
pyramidal neurons in the contralateral M1, as well as from the
medial (fastigial) and interposed nuclei of the cerebellum.

To understand the function of MdV, Esposito et al. (2014)
trained mice to reach through a narrow barrier to pick up a food
pellet. They divided the task into a reach phase, a grasp phase,
and a retrieval phase. In the MdV-damaged animals, the
authors reported no deficits in the reaching phase or the
retrieval phase. This suggested that MdV damage did not affect
the ability to displace the arm. However, MdV-damaged ani-
mals had a specific deficit in the phase where they had to place
the paw on top of the food and use the fingers to grab the pellet.
Given the projections of MdV to biceps and the necessity of
biceps activity to hold the limb to use finger muscles to grab
the pellet, it is possible that elimination of this part of the
control circuit had an effect on the hold phase but not the reach
phase. However, it is also possible that the deficit was due to
the influence of MdV on motoneurons of the hand required for
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grasping and not the motoneurons of the arm required for
holding still during grasping. Unfortunately, the experiment
was not designed to dissociate the control of the move phase
from the hold phase.

Suppose it is the case that the new M1 is specific to primates
and that the new M1 is capable of producing commands that
contribute to both the reach and the hold phases (Fig. 21). In
rodents, the new M1 is presumably absent. Is activity of M1 in
rodents during reaching similar to the rostral regions in the
monkey (the old M1) in the sense that there is bursting during
reaching but a paucity of contributions in the hold phase? If so,
the understanding of neural control of reaching in rodents
becomes particularly important, because in these species, one
might have a better chance of answering whether there is a
neural integrator for reaching.

A SUPERPOSITION OF MOVE AND HOLD CONTROLLERS
FOR REACHING

The hypothesis that control of the move and the hold phases
of a reach may be associated with distinct neural circuits was
first described by Claude Ghez et al. (2007), Robert Sainburg
and coworker (Sainburg and Kalakanis 2000), and Robert
Scheidt and colleague (Scheidt and Ghez 2007).

Scheidt and Ghez (2007) trained people to hold the handle of
a robotic arm. Whenever the hand was not moving, it experi-
enced random force pulses, thereby training the subjects to
co-contract the muscles of the arm and increase stiffness to
minimize displacements caused by the random forces. Subjects
trained to make out-and-back “slicing” movements from a
center location to a target (Fig. 23A). They also made reaching
movement from the same center location to the same target,
where they were asked to hold the hand. After a period of
training in both tasks, a perturbation was introduced during the
slicing movements: the visual feedback was rotated counter-
clockwise with respect to the direction of the reach. Subjects
learned to alter their slicing motion, changing the move-phase
commands to produce a clockwise rotation in direction of
motion (Fig. 23A). Following adaptation of the slicing move-
ments, subjects reached without visual feedback to the same

target. If there were separate systems that controlled the move
and the hold phases, then the adaptation that had taken place
for moving might not transfer to holding, despite the fact that
the targets in the two tasks were identical. They found that in
the reach task, after the movement had come to an end, the
hand did not stay still but drifted to a location opposite the
perturbation, finally ending at a place that would be consistent
with little or no adaptation. That is, whereas the motor com-
mands for the move phase of the reaching task had partially
adapted to the perturbation that was experienced during the
slicing task, the motor commands for the hold phase that
followed the reach continued to produce the same (unrotated)
attractor as before training.

To test whether the motor commands during the hold phase
could be described as an attractor, Ghez et al. (2007) asked
subjects to hold a robotic arm and move their hand in a slicing
motion from a central location to a target at 90° and then return
to a target at 270° (Fig. 23B). Once the hand had stopped at the
270° target, the robot again produced small, random force
perturbations, resulting in co-contraction of arm muscles. After
the trial had ended, the robot brought the arm back (without
visual feedback) to a new start position, 4 cm to the right of the
usual start position. Subjects were unaware of this covert
manipulation of the starting location, which occurred on occa-
sional trials. The reach that followed was without visual
feedback. It had nearly the same pattern of motion, except at
the slicing movement’s end, the hand drifted toward the posi-
tion that the brain had practiced holding against the random
perturbations. The muscle activity that was repeatedly pro-
duced during the hold phase appeared to persist, despite the
fact that the start position of the movement had shifted.

A subsequent examination of muscle activity during reach-
ing and slicing movements of the elbow provided additional
support for the idea that the brain used different mechanisms to
plan hand trajectories and final positions in point-to-point
movements: trajectory planning proceeded independent of the
specific limb-impedance values to be implemented at the end-
point target (Scheidt et al. 2011). To account for these data, the
authors proposed a model that consisted of a superposition of
two controllers: one for the move phase and another for the
hold phase. However, this reach model was unlike the frame-
work that was established in the oculomotor system. Whereas
in the saccadic system, the circuit that controlled the hold
phase received a copy of the output generated by the move-
phase circuit (Fig. 14), the model proposed for reaching as-
sumed that the two circuits were in parallel (Yadav and
Sainburg 2011): the move circuit generated transient activity to
displace the arm, whereas the hold circuit independently gen-
erated an equilibrium position via coactivation of antagonist
muscles. Temporal superposition of these two controllers gen-
erated torques that moved and then held the arm.

Sainburg and colleagues (Duff and Sainburg 2007; Sainburg
and Kalakanis 2000) have considered this dissociation by
comparing reach trajectories in the dominant and nondominant
arms. In the dominant arm, the move-phase commands ap-
peared to compensate better for the physics of motion (Sain-
burg and Kalakanis 2000). This could be interpreted as a better
adaptive controller or greater reliance on that controller during
the move phase for the dominant arm (Duff and Sainburg
2007). However, more recent work found that adaptation of
reaching to a force field was roughly equal between the
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Fig. 23. A superposition of controllers for moving and holding during a
reaching task. A: subject made out-and-back slicing movements to targets, as
well as reaching movements to the same targets. At end of reach, while hand
was held at the target, they received random force pulses. Following this
training, the slicing movements adapted to a 30° counter-clockwise rotation of
the cursor. In the adapted state, the subject was asked to reach and hold at the
target without visual feedback. While holding, the hand drifted back in a
counter-clockwise pattern toward the original target. From Scheidt and Ghez
(2007), with permission. B: subject made a slicing movement from a center
position to target at 90° and then back to a target at 270° (gray circles). At end
of slicing movement, the hand received random force pulses. The start position
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dominant and nondominant arms (Reuter et al. 2016; Stock-
inger et al. 2015). At this point, it is not clear whether the
dominant arm benefits from a better adaptive controller for the
reach phase than the nondominant arm.

Analysis of reach-direction errors and end-point errors has
suggested that damage to the left hemisphere of humans
(dominant hemisphere in this group of subjects) may particu-
larly affect the ability to predict and account for arm dynamics
during the reach phase, whereas right-hemisphere damage
(nondominant hemisphere) may particularly affect the ability
to place the arm accurately during the hold phase (Mani et al.
2013; Schaefer et al. 2009). The dynamic-dominance hypoth-
esis suggests that in making a reaching movement, the domi-
nant hemisphere is relatively more reliant on the move circuit
(compared with the hold circuit), whereas the nondominant
hemisphere is relatively more reliant on the hold circuit.

In summary, during reaching, as well as isometric force
production, the phylogenetic older region of motor cortex
(rostral M1) is particularly concerned with the motor com-
mands that change the state of the arm but may have little or no
activity when the motor commands are being generated to
maintain a steady state. In contrast, an M1 region that is
specific to primates (caudal M1) produces activity that reflects
both phases of the action. The motor commands that hold the
arm can adapt to noise (random force pulses), producing a
more robust equilibrium position for the arm. The motor
commands that move the arm can also adapt to perturbations
(such as visuomotor rotations or force fields). The two forms of
adaptation may rely on different neural structures, as evidenced
by the observation of independent signatures of each form of
adaptation in the move and hold phases of reaching.

MOVING THE BODY VS. HOLDING IT STILL:
THE HIPPOCAMPUS

Finally, let us consider the act of locomotion. It is a curious
fact that the representation of the spatial location of the animal
during locomotion is distinct from representation of that same
location when the animal is holding still. That is, despite the
fact that the animal may be in precisely the same physical
space, different cells represent that location in space whether
the animal is holding still or moving through it.

In the CA1 region of the hippocampus, the principal cells
fire when the subject moves through distinct locations in space.
The firing in the “place cells” provides an internal representa-
tion of where the animal is located in space. For example,
Wilson and McNaughton (1993) recorded simultaneously from
tens of neurons in the rat hippocampus as the animal foraged in
a familiar environment for pieces of food. They found cells that
discharged in preferred spatial locations. Importantly, these
cells fired as the animal moved through these locations with a
rate that increased with the speed of travel: a positive correla-
tion existed between firing rate and speed for place cells in
CA1, CA3, and some CA2 cells.

However, Kay et al. (2016) reported another group of
neurons—in region CA2 (called N cells)—which fired only
when the animal was standing still. For example, when the
animal explored a maze, one cell fired when the animal was
holding still in one part of the maze, whereas another cell fired
when the animal was holding still in another location. Impor-
tantly, neural activity in each of these locations was negatively

correlated with speed of movement. That is, activity in the CA2
cells was highest when the animal was holding still in the
preferred location, whereas activity in the CA1 and CA3 cells
was highest when the animal was moving rapidly through the
same preferred location.

It thus appears that in the hippocampus, the representation of
space is differentiated between moving and holding still. The
same location in space is encoded by different cells in poten-
tially different regions of the hippocampus, depending on
whether the animal is moving through that space or standing
still.

OVERVIEW

We move, i.e., change our state, because the act of moving
promises to bring us to a state that has a greater utility than our
current state. In contrast, we hold, i.e., maintain our state,
because the act of holding promises a greater utility than any
change in state that may be available. For example, perhaps we
make a change in the state of our eyes (engage the move circuit
and make a saccade) because something with greater utility is
available than what we currently have on our fovea. We
maintain the image on our fovea because that image currently
has greater utility than anything available elsewhere in the
visual field (engage the hold circuit to fixate or do smooth
pursuit to maintain the image on the fovea). In this framework,
motor control is characterized by brief periods of transition
between states of holding still.

Making a change in the sensory state (bringing a new image
on the fovea) and maintaining the sensory state (keeping the
image on the fovea) both involve monitoring and adaptive
control of the ongoing motor commands. For the saccadic
system, distinct premotor circuits in the brain stem are engaged
in generating the motor commands needed for changing the
state and maintaining the state of the eye, and distinct regions
of the cerebellum are involved in adaptive control of these
motor commands.

The functional anatomy of the oculomotor system suggests
that distinct regions are concerned with providing the transient
motor commands needed to make saccades, whereas other
regions provide the sustained commands needed to hold the
eyes after the movement has ended. The circuitry involved in
the hold phase of saccades shares many components of the
circuitry involved in smooth pursuit and VOR, suggesting that
“holding” does not imply generating commands to keep the
eyes still but rather, generating commands to keep the image
on the fovea still.

This separation of control between the change-state and
maintain-state circuits—what we have termed the move and
hold circuits—may not be exclusive to the oculomotor system
but also present in control of skeletal movements.

Control of head movements relies on a brain stem circuit
(INC) that specializes in maintaining the head’s position once
the neural drive for moving it has ended: a transient input to
this circuit not only displaces the head but also maintains it at
a new posture, despite termination of the input. Therefore,
there is at least one neural circuit in the skeletal motor control
system that functions similarly to the hold circuit found in the
saccadic eye-movement system.

For control of the arm, activity in the rostral region of
M1—the phylogenetic older motor cortex—appears to be pri-
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marily concerned with the transient input needed to change the
state of the arm, lacking the sustained input needed to maintain
its state. However, activity of the spinal interneurons, as well
as many neurons in the caudal region of M1—the newer motor
cortex—reflects both the transient and the sustained inputs. It
remains to be seen whether the spinal activity is the sum of
inputs from two distinct neural circuits responsible for the
change and maintain phases.

For representation of body position during locomotion, ac-
tivity in the hippocampus appears to be dissociated between
regions that represent space when the animal is moving
through a location vs. representation of the same location when
the animal is holding still.

This view that distinct circuits in the brain stem and perhaps
the cortex may be involved in changing of state vs. maintaining
of state provides some insights regarding the function of the
cerebellum. For control of saccadic eye movements, the ocul-
omotor vermis region of the cerebellum appears to be con-
cerned with monitoring and controlling the movement phase of
the eye, whereas the flocculus region of the cerebellum appears
to be concerned with monitoring and controlling the hold
phase. Damage to the oculomotor vermis produces dysmetria
in the movement phase but leaves the ability to hold fixation
intact. In contrast, damage to the flocculus leaves intact the
movement phase but causes deficits in the hold phase, leading
to a condition called gaze-evoked nystagmus, where following
a saccade, the eyes drift back toward the center (as well as a
host of pursuit and vestibular dysfunctions).

The idea of a hold circuit, a neural integrator, was introduced
by Robinson (1970) following his study of VOR, a reflex
whose function is to maintain an image on the fovea, despite
motion of the head. However, the goal of maintaining a sensory
state, despite motion of a body part, is not unique to the
oculomotor system but a general problem in motor control.
Evolution of a skeletal system introduced this problem, be-
cause motion of any joint affected not just the sensory state of
that joint but also all other joints. For example, lifting the arm
while standing moved the center of mass of the body forward,
requiring the muscles of the legs to compensate for this motion
to hold the torso still. The use of the right hand to lift a book
held by the left hand required the muscles of the left hand to
anticipate the motion of the book to keep the left hand still.

These patterns of postural control are generally studied
under the rubric of automatic postural adjustments (APAs).
However, if we view the hold circuit as a system whose
primary function is to maintain a constant sensory state in a
body part, then it is not surprising that the circuit that holds the
eye steady following a saccade is part of the same circuit that
holds the image steady on the fovea in smooth pursuit and
VOR. That is, the neural integrator for saccades not only
participates in holding the eye still when the saccade ends but
also holds the image still on the fovea when the head rotates.
Its general function is to maintain state. In this framework,
VOR is a member of the APA family.

This view suggests that if there is a hold circuitry for the
arm, then its function may not be specific to holding the arm
still after it is voluntarily moved but also holding it still when
the voluntary action involves motion of another body part.
When the left hand is holding the book still, it would be the
hold circuit for the left arm that maintains it steady as the right
hand picks up the book. The same hold circuit would be

engaged when the left arm lifts the book off of the table and
holds it to be read.

The necessity of having a hold circuit may have arisen from
the need to maintain a constant sensory state in a body part,
despite motion of other body parts. For example, if we imagine
that a hold circuit accumulates the transient information that is
sent by the right rostral M1 cells to displace the left arm and
produces the sustained activity that is needed to hold the left
arm still after it has been moved, then we can also imagine that
this same hold circuit is responsible for the APA that is
exhibited by the left arm, holding it still, despite the fact that
now it is the right arm that is the moving body part.

Robinson’s (1970) insight in predicting a neural integrator
for saccadic eye movements came about because he noticed
that VOR required a circuit that translated a velocity-like signal
coming from the vestibular afferents into a position-like signal
needed by the motoneurons of the eyes. If we view the VOR
circuit as a member of the APA family of neural circuits whose
job is to maintain a constant sensory state in a body part and
note that in control of saccadic eye movements, the act of
holding the eyes still after completion of a movement is
co-opting an existing circuit whose original function had noth-
ing to do with control of voluntary movements, then we might
speculate that in general, circuits that are concerned with
voluntary movements may have co-opted existing circuits that
specialize in holding still. Whereas the original function of the
hold circuitry may have been to maintain a constant sensory
state in the context of a postural disturbance, that same cir-
cuitry can be used for holding still following a voluntary
disturbance—a disturbance that we label a goal-directed move-
ment.
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