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Abstract

When we experience an error in a motor task, we adapt our next movement to

partially compensate. The process of adaptation can be modeled as

u(n+1) = αu(n) + η(n)e(n) where u(n) is the motor command on trial n, α is a decay

factor, e(n) is error, and η(n) represents the subjects’ sensitivity to the experienced

error. Here, we explore the rules that govern the value of η(n) as well as the

brain-regions that are responsible for its evaluation.

In Chapter 2, we begin with a puzzle: in motor learning tasks, humans are

able to modulate how much they learn from a given error. In some conditions, they

learn a large amount, but in other conditions they learn only a small amount. That

is, the brain selects how much it is willing to learn from error. We suggest that

‘error-sensitivity’ is modulated by the history of previous errors.

What brain region is responsible for determining the amount subjects are

willing to learn from an error? Adaptation is critically dependent on the cerebellum,

as demonstrated by patient and lesion studies. In Chapter 3 we use transcranial

direct current stimulation (tDCS) to alter the function of the cerebellum, and

observe its effects on error-sensitivity. We find that increasing the excitability of the

cerebellum via anodal tDCS increases the rate of learning, while decreasing
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cerebellum excitability via cathodal tDCS decreases error-sensitivity. That is, we

suggest the cerebellum is responsible for determining how much subjects are willing

to learn from a motor error.

How does the cerebellum accomplish the task of adaptation? It is has been

proposed that the firing rates of the principal cells of the cerebellum, Purkinje

(P-)cells, should encode movement kinematics. Yet, this has remained a long

standing puzzle, as no clear encoding of movement kinematics has been found. How

the cerebellum learns has been difficult to approach because the problem of

encoding remains unresolved. In Chapter 4 we approach this problem from a new

direction: we propose that the cerebellum is composed of micro-clusters of P-cells,

organized based on their preference for error. When the cells are organized in this

manner, a clear encoding of kinematics emerges.
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1 INTRODUCTION

When we experience an error during a motor task, we adapt our next movement to

partially compensate. Even when perturbations are random, trial-to-trial changes in

the motor output are still present (Donchin et al., 2003; Izawa et al., 2008; Marko

et al., 2012), demonstrating that on every movement the brain learns from error.

One potential mathematical formulation of this trial-to-trial learning is via

“state-space” models (Thoroughman and Shadmehr, 2000; Smith et al., 2006).

To explain this idea, suppose that on trial n a perturbation x(n) is imposed

on motor command u(n), so that the sensory consequences that are observed by the

learner are y(n) = u(n) + x(n). The learner has a prediction about the sensory

consequences ŷ(n), and updates its belief about the perturbation state, x̂(n), from

the prediction error e(n) = y(n) − ŷ(n). This error signal is fundamental to

adaptation, producing learning, as evidenced by changes in the motor command,

u(n) in the next trial (Thoroughman and Shadmehr, 2000). However, error is not the

only factor that affects how much is learned from trial-to-trial. An equally

important factor is error-sensitivity. This sensitivity represents the fraction of the

error that is compensated. Mathematically, the belief about the state of the

environment on trial n, written as x̂(n), can be related to the belief on trial n + 1 as

x̂(n+1) = αx̂(n) + η(n)e(n) , (1.1)

where η(n) represents error-sensitivity. Eq. 1.1 (representing a single state model),

and its extensions to multiple timescales of memory, have been successfully applied

to a variety of motor adaptation tasks (Smith et al., 2006; Fine and Thoroughman,
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2006; 2007; Kording et al., 2007).

1.1 Background

In Eq. 1.1, we can quantify the amount of trial-to-trial learning, or adaptation, from

trial n to n + 1 as the change in the subject’s belief about the perturbation state:

∆x̂(n+1:n) = x̂(n+1) − u(n)

∆x̂(n+1:n) = x̂(n+1) − αx̂(n) − η(n)e(n)
. (1.2)

That is, the learner updates their belief about the environment based on two

separate factors, αx̂(n), which is a decay of the motor memory back to it’s baseline

level, and η(n)e(n), which represents the amount of learning due to an error. In this

section, we review the relevant literature, describing how the brain determines how

much to learn from a given error.

1.1.1 Previous models of error-based learning

Earlier models of learning featured a constant ‘learning rate’ parameter, which

corresponds to constant error-sensitivity. In these models, we can replace η(n) with

η, indicating that the value of the error-sensitivity parameter does not depend on

the trial number, n. For instance, classical conditioning experiments were modeled

using sensory prediction errors (Rescorla and Wagner, 1972). In these studies, a

single learning-rate variable was used to update model weights based on the error in

the current trial. More recently, behavioral results from saccade adaptation studies

and reaching studies have been modeled via ‘single-state’ or ‘two-state’ models in

which one or two error-sensitivity terms are used, but both are kept constant

throughout training (Thoroughman and Shadmehr, 2000; Smith et al., 2006).

Therefore, such models do not vary error-sensitivity. If we were to plot the amount
2



of adaptation, ∆x̂(n+1:n), as a function of the error size experienced in trial n, we

would see that the function is linear, where the slope of the line is the error

sensitivity, η. That is, these models predict that the learning should adapt their

movements based on the same fraction of the error, regardless of the error’s

magnitude. We will see in Chapter 2 that human subjects do not necessarily follow

this pattern (see also Section 1.1.2).

Most recently, the Kalman-filter framework has been used to model

adaptation (van Beers, 2009). In these models, error-sensitivity changes during

learning based on the uncertainty that the learner has with regard to its prediction

ŷ(n) versus observation y(n). For example, if the uncertainty associated with ŷ is

large, error-sensitivity is large, making the learner learn more from the prediction

error. From a theoretical perspective, this approach is attractive, but one problem is

that in the Kalman framework uncertainty rapidly converges to the values described

by the noises in the state update and measurement equations. It is also unclear how

the learner should estimate these noises. In addition, the error-sensitivity term used

in these models, termed the Kalman gain, is the same for all error magnitudes,

which we will show is not the case for human motor adaptation.

1.1.2 Previous experimental evidence that error-sensitivity

is not static

As described in the previous section, most mathematical models of motor learning

assume that error-sensitivity, η, is fixed both in time as well as a function of error.

In this section, we outline previous experimental evidence suggesting that these

assumptions do not fully describe the behavior of human subjects.

Marko et al. (2012) provide compelling evidence that error-sensitivity is not

fixed as a function of error magnitude. That is, subjects do not learn the same

fraction of the error for every error magnitude that they experience. Briefly,
3



subjects held the handle of a robotic manipulandum, and were asked to “shoot” to a

target presented directly in front of them. In some trials, the robot applied forces on

the subject’s hand. These forces were small, medium, or large, resulting in

proprioceptive errors of varying magnitudes. The authors then assessed the amount

of trial-to-trial learning via Eq. 1.2. The found that subjects learned a relatively

high fraction of the error when the error was small compared to when the

proprioceptive error was large. That is η for a small error was significantly larger

than η for a large error. The author’s repeated this experiment, providing subjects

with visual rather than proprioceptive perturbations, and found similar results.

Together, these results suggest that error sensitivity is not constant as a function of

error magnitude, but rather decays for large errors.

Reanalysis of previous psychophysical results also support the assertions

made by Marko et al. (2012). For instance, Wei and Körding (2009) performed a

reaching experiment in which the subject’s reach was visually perturbed in a

direction perpendicular to the reach direction. The author’s used several visual

perturbation magnitudes and could therefore assess how much the subjects deviated

from a perfectly straight movement. Similar to the result of Marko et al. (2012),

subjects did not learn the same from all perturbation magnitudes, rather subjects

learned fractionally more from the small visual perturbations.

Similar results were obtained by Fine and Thoroughman (2006), where the

authors perturbed the reaching movements of healthy human subjects via single

force pulses of various magnitudes. They also found that as a percentage, the

error-sensitivity was not constant, but large for small errors and small for large

errors. That is, error-sensitivity fell as a function of the size of the perturbation

(and, similarly, error).
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1.1.3 Previous experimental evidence for modulation of error-

sensitivity

Previous computational models of motor learning suggest that error-sensitivity is

fixed as a function of error magnitude and also as a function of trial. In the previous

section, we found that multiple studies in humans suggest that error-sensitivity is

not constant, but changes as a function of error magnitude. In this section, we

review experimental evidence suggesting that error-sensitivity can also change as a

function of trial. That is, error-sensitivity may not be fixed over the course of an

experimental session.

Previous work by Smith and Shadmehr (2004) found that people change

their error-sensitivity as a function of history of previous perturbations. In that

task, volunteers (n = 5) reached to a target while holding a robotic arm that

produced force perturbations. The force perturbation on trial n + 1, written as

f (n+1), was described by: f (n+1) = af (n) + ϵ where ϵ ∼ N (0, σ2). When a was close

to 1.0, the perturbations in trial n and n + 1 were highly correlated. Similarly, when

a was near -1.0, the two perturbations were anti-correlated. When there is a high

correlation between the perturbations in two successive trials, learning the

perturbation in the first trial would benefit performance in the next trial. However,

when there is low or negative correlation between two trials, learning from error in

one trial will not help next-trial performance. The authors found that in the case

where the perturbations were correlated (a = 0.9), the subjects learned from a given

error significantly more than when the same error was experienced in an

anti-correlated (a = −0.9) environment.

Together with the previous section, these results suggest that

error-sensitivity is likely not fixed as a function of trial - our model must contain

η(n) rather than η. In addition, it is likely that error-sensitivity is dependent on the

5



magnitude of the experienced error: η(n)(e(n)).

1.2 Specific aims

When we experience an error during a motor task, we alter the motor commands on

the next trial in an attempt to partially compensate for the error. This partial

compensation depends on two important variables: error, and error-sensitivity.

Error is the difference between predicted and observed sensory consequences of

motor commands. Error-sensitivity is the “learning rate” that determines how much

we learn from error. Previous motor control studies have assumed that

error-sensitivity is independent of error. However, recent results suggest that people

change their error-sensitivity as a function of previous perturbations as well as a

function of perturbation magnitude.

Suppose that, in principle, the brain could modulate the amount it learns

from an error. How might this be done? Using behavioral studies, we suggest that

the brain modulates error-sensitivity by keeping a history of recent errors. That is,

in contrast to current models of learning in which the objective is to predict a

sensory outcome, here we suggest that the brain also stores a memory of errors that

were experienced in previous movements.

Using behavioral psychophysics, we first identify the rules that the brain uses

to systematically modulate how much it is willing to learn from error. Next, we

identify the primary brain region responsible for control of this “learning rate”

parameter, by modulating the brain’s activity using non-invasive stimulation.

Finally, we analyze neurophysiology from the cerebellum, the first step in a process

to determine the neural mechanisms underlying cerebellar-dependent learning.
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1.2.1 Determine the rules that govern control of error-sensitivity

When we make a movement error, we modify our motor output in the next trial to

compensate for the error. Previous models of motor adaptation have assumed that

error-sensitivity is independent of error. However, this assumption is inconsistent

with experimental data as well as our results. These results suggest that the brain

may have a method for adjusting error-sensitivity based on both the history of past

errors and the size of the errors. To account for the behavioral data, we propose a

theoretical framework in which the brain monitors the history of prior errors, and

then modulates error-sensitivity using this stored memory (see Chapter 2). This

theory links the history of experienced errors and error-sensitivity. In this

computational model, error is encoded in the nervous system via a set of basis

elements, where each basis element has a preferred error. The model predicts that

error-sensitivity for a particular error magnitude would generalize to near-by error

magnitudes, similar to how motor output generalizes to nearby target directions.

We then provide experiments which identify the rules that govern control of

error-sensitivity during motor learning in humans.

Understanding error-sensitivity is important because it provides insight into

the phenomena of savings. Savings refers to the observation that when a subject

practices a task with perturbation (A), and then the perturbation is removed (i.e.,

extended washout), they exhibit faster re-learning of (A. Remarkably, savings of (A)

is present even when washout is followed by training in (B), a perturbation in the

opposite direction. In addition, training in (A) and then washout can produce

savings in (B), exhibiting a form of ‘meta-learning’. Current models of learning

cannot account for these fundamental observations (Zarahn et al., 2008; Mawase

et al., 2014). Here, we suggest that modulation of error-sensitivity may underlie

both the phenomena of savings and meta-learning, and show that in theory, the
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equations can account for these results. The new idea that emerges is that when we

are better at compensating for a perturbation than before, it is not because we

recall the actions we had produced or the perturbation we had estimated, but

because we recall the errors we experienced during that learning process. By

manipulating the history of experienced errors, thereby manipulating

error-sensitivity, we show that the process of savings can be disrupted or enhanced.

We provide experiments that directly test the hypothesis that a memory of errors

can largely account for the phenomena of savings and meta-learning.

1.2.2 Identify the locus of error-sensitivity in the human

brain

When we interact with a novel object, we form a motor memory, which can be

recalled the next time the object is encountered. In Chapter 2, we suggest that this

motor memory includes a previously undiscovered memory: a memory of errors.

This memory of errors modulates the error-sensitivity on each trial, affecting how

much a subject learns from an experienced error. What brain region is responsible

for modulating error-sensitivity?

Previous research suggests that two brain regions are crucially responsible for

the integrity of such a motor memory: the motor cortex (M1) and the cerebellum.

Which of these regions, if any, store a memory of errors and modulate the amount a

subject is willing to learn?

In Chapter 3, we use transcranial direct current stimulation (tDCS) to alter

the function of the cerebellum and motor cortex when healthy subjects are exposed

to a novel motor task. Using this experimental manipulation, we can dissociate the

roles of the cerebellum and motor cortex during formation of a new motor memory.

We show that increasing the excitability of the cerebellum via anodal tDCS

increases the rate of learning, while decreasing cerebellar excitability via cathodal
8



tDCS impairs the ability to respond to sensory feedback and decreases the rate of

learning. These results provide evidence that the cerebellum is a crucial neural

substrate responsible for modulation of error-sensitivity.

In addition, we suggest a critical role for the human cerebellum in the ability

to correct for errors during movement and the ability to learn from that error. Our

results suggest that during a reaching movement the errors experienced maybe a

result of feedback corrections. These corrections may be used in the subsequent

learning process. That is, by altering the feedback responses of the subject, the

error incorporated into the subsequent motor command via the error-sensitivity

term can be modified.

Finally, we find that during the initial part of training, subjects’ learning

decays quickly, but with further training the decay slows, suggesting that with

training the motor memory gained stability. Stimulation of the cerebellum or the

motor cortex did not alter these decay patterns. Therefore, long-term storage of

motor memory may be the responsibility of a separate region of the brain.

1.2.3 Purkinje cells in the cerebellum encode movement kine-

matics necessary for motor learning

In Chapter 3 we suggest that the cerebellum is the crucial substrate necessary for

storage of a memory of errors. That is, one of the primary roles of the cerebellum

during motor learning may be to store the history of prior errors, and thereby

modulate error-sensitivity, incorporating a portion of the error into the subsequent

motor command.

However, the neural mechanisms in the cerebellum that underlie adaptation

remain poorly understood. While the principal cells of the cerebellum, Purkinje

cells (P-cells), show some modifications following motor learning (Kojima et al.,

2010), changes in the responses of these cells has not been effectively linked to
9



behavioral adaptation. Given that the integrity of the cerebellum is required for

motor adaptation, why have the neural basis of adaptation remained elusive?

Execution of accurate movements depends critically on the cerebellum,

indicating that the primary cells of the cerebellum, Purkinje cells, should relate to

the kinematic parameters of movement. However, this encoding has remained

unclear: Purkinje cells show little consistent modulation with respect to kinematic

parameters. Without a clear understanding of this encoding, the problem of

learning from error, which entails a change in this encoding, has been even more

difficult to solve.

In Chapter 4, we show that the activity of the cerebellum during

cerebellar-dependent movements cannot be understood by recording the responses

of individual cells. Rather, we suggest that populations of approximately 50

Purkinje cells combine their responses via common projections to a neuron in the

deep cerebellar nuclei. We hypothesize that the presynaptic neurons that project to

an individual cell in the deep cerebellar nuclei are not selected randomly, but rather

share a common preference for error.

That is, imagine that errors divide the cerebellum into anatomical

micro-clusters, where each micro-cluster is composed of a relatively small number of

Purkinje cells that each prefer a specific error. Further imagine that this population

of Purkinje cells project to a common neuron in the deep cerebellar nucleus.

In Chapter 4, we provide evidence that when the responses of Purkinje cells

are organized via this hypothesized anatomy, a beautiful encoding of kinematics

emerges. The combined population response shows gain-field encoding of speed and

direction, similar to the encoding of movements previously reported in posterior

parietal cortex (PPC).

We suggest that the neural basis of adaptation can only be understood by

using this crucial anatomical organization. Only after establishing the kinematic
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encoding of movements in Purkinje cell responses, can we begin to address the

encoding of adaptation, which represents a fundamental change in this encoding.

1.3 Significance

Error-sensitivity, or the rate of learning from error, is directly relevant to motor

rehabilitation. In this document, we outline the rules that govern modulation of

error-sensitivity in humans. Increasing error-sensitivity should produce faster

adaptation, affecting the duration of rehabilitation. In addition, we provide

evidence in Chapter 2 that error-sensitivity is linked to the phenomenon of savings

(i.e., faster re-learning). Understanding this link may provide clue to effectively

apply rehabilitation techniques to promote faster re-learning outside the clinic.

In Chapter 3, we begin to identify the neural structures involved in

modulation of error-sensitivity. Our results suggest that control of error-sensitivity

and its affects on behavior are likely cerebellar dependent. Clinically, patients with

cerebellar disease are faced with poor prognoses through conventional rehabilitation.

Investigation into the mechanisms by which this error-sensitivity is modulated,

either through novel behavioral rehabilitation techniques or brain stimulation, may

help translate these findings into novel clinical applications in the future.

Finally, in Chapter 4, we lay the foundation for understanding

error-sensitivity via the cellular signals present in the primate cerebellum. These

results provide a new framework for understanding the role of the cerebellum in

motor adaptation.
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2 A MEMORY OF ERRORS IN SENSORIMOTOR

LEARNING

When we learn to control a novel object, our brain stores a motor memory which we

can recall when we are exposed to that object again. The current view of motor

memories is that when we are re-exposed to a novel object, the brain recalls the

motor commands, u, that it previous learned. In this view, motor memory is a

memory of motor commands, acquired through trial-and-error and/or reinforcement.

In this chapter, we suggest that the brain systematically controls how much

it is willing to learn from the current motor error. That is, the brain uses a

principled mechanism which determines how much it is willing to learn following an

error. Manipulation of this ‘error-sensitivity’ parameter depends on the history of

past errors. This suggests that the brain stores a previously unknown form of

memory, a memory of errors.

We then provide a mathematical formulation of this foundational idea. In

this computational model, error is encoded in the nervous system with a set of basis

elements, where each basis element has a preferred error. The model predicts that

error-sensitivity for a particular error magnitude would generalize to near-by error

magnitudes, similar to how motor output generalizes to nearby target directions.

We use this mathematical model to provide insights into a host of previously

puzzling experimental data, including savings and meta-learning. Taken together,

our results demonstrate that when we are better at a motor task upon re-exposure,

it is partly because the brain recognizes the errors it previously experienced.
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2.1 Introduction

How does the brain alter behavior after experiencing an error? Classic theories

assumed that the brain learns some fraction of the error regardless of its history or

magnitude (Jordan and Rumelhart, 1992; Kawato et al., 1987). However, recent

experiments (Robinson et al., 2003; Soetedjo et al., 2009; Marko et al., 2012)

demonstrate that the brain learns relatively more from small errors than large

errors, and can modulate its error-sensitivity (Smith and Shadmehr, 2004; Trent

and Ahmed, 2013; Gonzalez Castro et al., 2014).

Understanding error-sensitivity is important because it may provide insight

into the phenomena of ‘savings’ and ‘meta-learning’. Savings refers to the

observation that when a subject adapts to perturbation (A), and then the

perturbation is removed (i.e., washout), they exhibit faster readaptation to

(A) (Kojima et al., 2004). Remarkably, savings of (A) is present even when washout

is followed by adaptation to (-A), a perturbation in the opposite direction (Malone

et al., 2011; Sarwary et al., 2013). Current error-dependent models of learning

cannot account for these observations (Zarahn et al., 2008; Mawase et al., 2014), nor

explain meta-learning, where prior exposure to a random perturbation produces

savings (Turnham et al., 2012; Braun et al., 2009).

2.2 Materials and Methods

We tested n = 113 naïve human subjects in four experiments. In the first

experiment, we used a between-subject design to assess subjects’ error-sensitivity

after experiencing one of three different environments. In Experiment 2, we

attempted to determine whether changes in error-sensitivity were local to the

experienced errors. This experiment features a with-in subject design, which allowed
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us to probe error-sensitivity across a range of error magnitudes. Using the results of

these first two experiments, we developed a computational model of how the brain

modulates error-sensitivity based on the history of previously experienced errors. In

Experiment 3, we explicitly tested the predictions of our computational model.

Finally, in Experiment 4, we tested whether the behavioral phenomena of savings

and meta-learning can be explained by our computational model.

2.2.1 Experiment 1

In Exp. 1 we used a between-subject design to test the idea that the nervous system

could modulate error-sensitivity. To do so, we used a constant perturbation in probe

trials to produce an error in the movement and quantified how much the nervous

system learned from this error. Volunteers (n = 27, 23.6 ± 4.3 years old, mean ±

SD, 16 female) were asked to hold the handle of a robotic arm and make rapid

out-and-back reaching movements to a target presented 10cm directly in front of

them. In some trials, their reach was perturbed by a velocity dependent curl field,

where force was related to hand velocity as:

f =

 0 b

−b 0


ẋ

ẏ

 . (2.1)

In Eq. 2.1, ẋ and ẏ are the horizontal and vertical components of the subject’s hand

velocity. The force pushed the subject’s hand perpendicular to the direction of

movement on the outward reach, but was turned off on the reach back.

Perturbations were either clockwise (b = 13 N.s/m) or counter-clockwise (b = −13

N.s/m). The subject’s hand was occluded by an opaque horizontal screen located

above the plane of the arm. An overhead projector displayed information about

hand position and targets on this screen. Continuous feedback of the location of the

hand was presented via a cursor (0.3cm in diameter). At the onset of each trial,
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subjects were presented with a start circle (1.0cm in diameter). Once the hand was

placed inside this circle, following a randomly chosen inter-trial interval [0.25 -

0.75]sec a target circle (1.0cm in diameter) was displayed and an auditory tone was

played. The display of the target and the sound of the tone served as the ‘go’

instruction. If the hand passed through the target circle in 300 ± 30ms, the subject

was rewarded with an animation of an explosion, an auditory tone, and a point

added to their score. If the hand passed through the circle after 330ms, the target

circle turned blue (indicating a movement that was too slow). Otherwise, if the

subject’s hand arrived at the target circle in less than 270ms, the circle turned red.

The subjects were not required to have the turn-around point of their reach in the

target circle; rather, they merely had to pass through the target to obtain reward.

In some instances, the reach missed the target entirely. In this case, no reward or

timing feedback was provided to the subject. Subjects were instructed to obtain as

many points as possible.

Consider an environment in which the perturbations tend to switch slowly,

i.e., persist from trial to trial, as compared to one in which the perturbations are

rapidly switch. We can define this environment in terms of a Markov chain in which

the perturbations can take on one of two states (Fig. 2.1A, top). For example, the

perturbation can be + 1 or -1, where +1 refers to a force field that pushes the hand

clockwise, and -1 refers to a field that pushes the hand counter-clockwise. The

perturbation state can change from one trial to the next, and this change is

governed by a transition probability, z. In the slowly switching environment, the

probability of staying in a given perturbation state is high (z = 0.9), whereas in the

rapidly switching environment, this probability is low (z = 0.1). As a result, in the

slowly switching environment the perturbations tend to repeat from one trial to the

next, whereas in the rapidly switching environment the perturbations tend to

change. We hypothesized that the brain would learn more from the error induced by
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the perturbation in the slowly switching environment because that perturbation was

likely to persist (learning from error in one trial would improve performance on the

subsequent trial). However, in the rapidly switching environment the brain would

suppress learning from error because the perturbation that produced that error was

likely to change (any learning would be detrimental to performance on the

subsequent trial).

To produce such environments, we considered a perturbation schedule that

was stochastic, as illustrated by the Markov chain in Fig. 2.1A. The perturbation

state, labeled by variable b (indicating the field produced by the robot) was a

binomial, taking on one of two values [+13, -13]Ns./m. For example, suppose that

on trial n − 1 the perturbation state is b(n−1). Then the perturbation on trial n is

determined by the following probabilities:

Pr(b(n) = b(n−1)) = z

Pr(b(n) = −b(n−1)) = 1 − z

. (2.2)

Eq. 2.2 implies that if z ≈ 1, then the perturbation is likely to repeat, i.e., the

environment is slowly switching and persistent. However, if z ≈ 0, then the

perturbation is likely to change; the environment is rapidly switching. We randomly

divided our subjects into three groups and generated a single perturbation schedule

for each group using Eq. 2.2. One group (n = 9) experienced a slowly switching

environment (z = 0.9), another group (n = 9) experienced a medium switching

environment (z = 0.5), and a final group (n = 9) experienced a rapidly switching

environment (z = 0.1). All groups began their training in a baseline block (156

trials). In the baseline block there were no perturbations, except for occasional

probe trials in which we measured error-sensitivity, described below and illustrated

in the inset of Fig. 2.1A. Following the baseline block, subjects experienced 5 blocks

of perturbation trials (225 trials each). In each perturbation block there were 5
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mini-blocks (learning blocks). Each mini-block included 30 perturbation trials, 10

washout trials, and 5 probe trials. In each mini-block the number of trials with

clockwise or counter-clockwise perturbation was equal to 15. In this way, the mean

of the perturbations in each block, as well as the mean of the perturbations in each

mini-block, was zero for all subjects regardless of the environment. Furthermore,

variances of the perturbations were identical across groups. The critical difference

was the order of the perturbations. The experiment lasted about an hour. Subjects

were allowed a 1-3 minute break between each block of trials.

Our objective was to estimate error-sensitivity during each block and ask

whether this quantity changed as the subjects experienced the various

environments. We approached the problem by considering a standard model of

learning (Mackintosh, 1975; Thoroughman and Shadmehr, 2000; Rescorla and

Wagner, 1972; Pearce and Hall, 1980) in which on trial n, a perturbation x is

imposed on action u so that the sensory consequences observed by the learner are

y(n) = u(n) + x(n) . On trial n, the learner predicts the sensory consequences

ŷ(n) = u(n) + x̂(n), and updates its belief about the state of the perturbation from

the prediction error e(n) = y(n) − ŷ(n). Such learning typically depends on a decay

factor α, and error-sensitivity η(n):

x̂(n+1) = αx̂(n) + η(n)e(n) . (2.3)

If we assume that u0 is the motor command generated in the null environment in

which there are no perturbations, then the motor commands on a given trial is a

proxy for the learner’s estimate of the state of the perturbation:

u(n) = u0 − x̂(n) . (2.4)

To measure error-sensitivity, we used probes that consisted of pairs and triplets of
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error-clamp trials (Marko et al., 2012). An error-clamp (Scheidt et al., 2001) is a

trial in which the robot produces a channel with stiff walls along a line connecting

the start position to the target, thereby reducing deviations from a straight line,

eliminating error from that trial while allowing one to measure the forces that the

subject produces against the channel walls. The error-clamp had the following

properties: spring coefficient = 6000 N/m, damping coefficient = 250 N.s/m. On

error-clamp trial n, our proxy for motor output was u(n). To find u(n), we first

regressed the measured force f(t) that the subject had produced against channel

walls onto the ideal force f ∗(t) = bẏ(t) and found the parameters k0 and k1 that

minimized the quantity J = (f(t) − k1f∗(t) − k0)2 , and then set u(n) = k1. To

measure error-sensitivity η(n), we first used Eq. 2.3 to estimate α for each subject

from all pairs of error-clamp trials that did not have a perturbation (Fig. 2.1A, green

probe trials). As the subject did not experience an error in the first error-clamp, the

forgetting factor was found by dividing the motor commands in the two trials:

α = u(n+1)/u(n). Next, we used this estimate of α to estimate the error-sensitivity,

η(n), from each triplet of error-clamp trials (Fig. 2.1A, lavender probe trials) in

which there was a perturbation in the middle trial. The perturbation in this probe

was always a counter-clockwise field (b = −13 N.s/m). As a result, we have:

η(n) = u(n+1) − α2u(n−1)

e(n) . (2.5)

In the above equation, e(n) is the error on trial n, which we estimated by measuring

the displacement of the hand from a straight line to the target at maximum velocity

(this took place at 147 ± 6.2ms, mean ± SEM, into the movement). We estimated

learning from error (u(n+1) − α2u(n−1)) and error-sensitivity by binning the data for

5 probe trials in each environment block.
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2.2.2 Experiment 2

In Exp. 2 we designed a within-subject protocol to test the idea that a change in

the history of perturbations would result in a change in error-sensitivity.

Furthermore, in this protocol we had the capacity to measure error-sensitivity on

each trial. This allowed us to test whether changes in error-sensitivity were global,

affecting learning from all error sizes, or local, specific to a range of error sizes.

We enrolled a new group of right-handed volunteers (n = 20, 24.1 ± 4.5 years

old, mean ± SD, including 10 females) who were naïve to the purpose of the

experiment. As in Exp. 1, subjects were asked to make rapid out-and-back reaching

movements to a target at 10cm. However, unlike Exp. 1, there were no forces to

perturb the movement (all movements were in error-clamp). Instead, we perturbed

the visual feedback associated with position of the hand. At 100ms after reach

onset, we removed the visual feedback, and then re-displayed hand position at the

turn-around point of the reach by placing a stationary yellow dot at that location

(Fig. 2.2A). In some trials the location of this dot was perturbed by either a 1.1x

(magnifying) or a 0.9x (minifying) gain. We restored visual feedback of the hand

after this turn-around point, but manipulated the location of the cursor using a gain

so that it appeared that the subject had reached to the location indicated by the

yellow dot. A trial was considered successful if the yellow dot fell within the target

circle. Subjects were rewarded by a visual animation of an explosion, and the

addition of a point to their score. They were instructed to maximize the total

number of rewarded trials.

The difference between the visual feedback and the target position was our

proxy for error. The brain responded to this error by changing the motor commands

on the next trial, increasing or decreasing the extent of the reach. Because visual

feedback was not available during the outward portion of the reach, the design of
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the experiment allowed us to measure error-sensitivity at every trial (the change in

the magnitude of the reach divided by the experienced error). Suppose that on trial

n, a perturbation was imposed, resulting in an error e(n) (defined as the difference

between target position and the cursor position displayed to the subject to indicate

their hand’s turn-around point). We estimated the forgetting factor in pairs of

consecutive error-clamp trials via a technique identical to Exp. 1 (Fig. 2.2A,

lavender trials).

Subjects were divided into two groups (n = 10 in each group). Both groups

experienced a baseline block (100 trials, no perturbations). Following the baseline

block, Group 1 (Fig. 2.2B) experienced three perturbation blocks, each 387 trials,

composed of a slowly switching environment (z = 0.9), a medium switching

environment (z = 0.5), and a rapidly switching environment (z = 0.1). Group 2

experienced the reverse sequence of environments. All subjects in each group

experienced the same perturbation schedule. Each block was composed of 9

mini-blocks (30 perturbation trials, 10 no perturbations, and a probe triplet of

trials). The mean of the perturbations within each mini-block, as well as the mean

of the perturbations within each block, was zero. We found that a change in

perturbation statistics resulted in a change in error-sensitivity (Fig. 2.2C), and that

the largest changes occurred where subjects experienced the majority of the errors

(Fig. 2.2E and Fig. 2.2F). This suggests that error-sensitivity was a function of the

experienced error.

2.2.3 Model of error-sensitivity

When participants experience a prediction error, they update their motor command

on the next trial to compensate for a fraction of that error. This can be

mathematically described by a state space model (Eqs. 2.3 and 2.4), where e(n) is

the error and α is a retention factor. Eq. 2.3 describes a model in which the learner
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uses prediction error to form an estimate of the state of the environment, resulting

in a memory of that state. Because our results from Exp. 2 suggested that

error-sensitivity was a function of error, we constructed a new set of equations to

account for a memory of errors. In this model, the learner has a set of basis elements

with which it encodes the error experienced on a given trial. In our simulations, we

assumed that N basis functions with centers located at ĕithat were uniformly

distributed throughout a symmetric error space ĕiϵ[−P, P ], i = 1 . . . N . In addition,

we assumed that at the beginning of the simulations all weights were equal (i.e.

there was a constant error-sensitivity across all error magnitudes), w(0). Therefore,

our model that learned to represent the state of the environment had one parameter,

α. Our model that controlled error-sensitivity had two parameters: σ, and β. In

total, our model had 3 parameters. In Fig. 2.3B we implemented this model with 10

basis elements, equally spaced between -5 and 5, σ = 1, α = 1, and β = 0.05.

In the model, error-sensitivity is a function of error size, and so any change

in sensitivity is local to the errors experienced in the recent trials. Suppose that on

trial n − 1, the motor command produces error e(n−1) = −1. If on the next trial the

error e(n) is of the same sign as e(n−1), then sign(e(n−1)e(n)) = 1 and error-sensitivity

is increased around the neighborhood of e(n−1) (Fig. 2.3A, top). As a result, learning

from error is increased about e = −1, as illustrated by the red line in 2.3B. This

means that if this error is ever experienced again, the system will learn more from it

than before. On the other hand, if e(n) is of the opposite sign as e(n−1), (Fig. 2.3A,

bottom), sign(e(n−1)e(n)) and sensitivity is decreased about e = −1, resulting in

reduced learning from error around this neighborhood (as illustrated by the blue

line in Fig. 2.3B). In Fig. 2.3C we simulated the model in the slow (z = 0.9),

medium (z = 0.5), and rapidly switching (z = 0.1) environments (identical

parameters as in Fig. 2.3B except β = 0.001). In all cases, the model learns from

error on each trial, as illustrated by the gray line in Fig. 2.3C. However, the errors
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in the slowly switching environment tend to repeat, that is E

sign(e(n−1)e(n))


> 0,

where E[] is the expected value operator. As a result, in the slowly switching

environment error-sensitivity increases, producing an increase in learning from error

(Fig. 2.3D, red-line). The errors in the medium switching environment have the

following structure: E

sign(e(n−1)e(n))


≈ 0. This produces little or no change in

sensitivity, resulting in little or no change in learning from error, as illustrated by

the green line in Fig. 2.3D. Finally, errors in the rapidly switching environment have

the following structure: E

sign(e(n−1)e(n))


< 0, that is, error in one trial is usually

of the opposite sign of the error in the previous trial. As a result, error-sensitivity

decreases (Fig. 2.3D, blue line). The learning from error curves are qualitatively

similar to those measured experimentally in Exp. 2 (Fig. 2.3D).

2.2.4 Experiment 3

In Exp. 3 we set out to test a critical prediction of the model: that by manipulating

the history of errors that were experienced by the subject, we could simultaneously

increase error-sensitivity for one range of errors, while decreasing it for another

range. We recruited a new group of right-handed volunteers (n = 16, 25.8 ± 2.6

years old, mean ± SD, including 6 female) who were naïve to the purpose of the

experiment. They held a handle attached to a stationary force transducer. The

handle was located 20-30cm in front of the subject, such that they could push

against it comfortably while seated. The subject’s hand was hidden from view by an

opaque horizontal screen. Feedback regarding force generation was provided by an

image projected on the screen. The objective of this isometric task was to produce a

goal force of 16N.

At the onset of a trial, a start circle and a goal circle (both 0.75N in

diameter) appeared. The goal circle was located approximately 15cm from the start

circle. The screen was scaled such that a 15cm cursor displacement corresponded to
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16N force. A cursor (0.3N diameter) appeared at trial onset. The displacement of

the cursor corresponded to the total amount of force that the subject produced,

multiplied by a scaling factor: s


(fx + fy)2, where s corresponds to a scaling factor

that maps units of force into screen displacement (i.e., 15cm/16N).

As the subject began pushing toward the target, we removed visual feedback

when the cursor position reached 1/5 of the way to the target (>3.20N), and then

placed a yellow dot on the screen (0.5N diameter) in the location corresponding to

the maximum force that they produced. In some trials we perturbed the location of

this dot by adding an offset, x. Visual feedback of the cursor was then restored as

the force produced by the subject returned to zero. We scaled the position of the

cursor continuously during the return so that it appeared that the subject had

produced the force signified by the perturbed dot. Once the cursor had returned to

the starting circle, the maximum force dot remained on the screen for 0.5s before

the cursor, maximum force dot, and target circle disappeared. The subject then

waited for an inter-trial-interval to elapse (randomly chosen between [0.25, 0.75]sec)

before the next trial began.

A trial was successful if the yellow dot, corresponding to the subject’s

maximum force (plus the perturbation) landed inside the goal target. Feedback of a

successful movement was indicated by an animation of an explosion and a point

added to the score. If the subject failed to produce a force greater than 3.20N

within 1.5 seconds of the go cue, the trial was aborted. Subjects were instructed to

maximize the number of points.

The perturbation schedule is shown in Fig. 2.3E. The perturbations were

designed so that, in theory, subjects would increase their sensitivity to +4N and -4N

errors (despite the fact that they never experienced a -4N perturbation), while

simultaneously decreasing their sensitivity to +8N and -8N errors. The experiment

began with a baseline block (50 trials, no perturbations). Following the baseline
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block, we probed sensitivity to +8N and -4N perturbations (labeled as Probe 1 in

Fig. 2.3E). We then exposed subjects to 20 repetitions of an alternating [+8N, -8N]

environment, followed by 15 repetitions of a stable [0N, +4N] environment. Finally,

we again probed sensitivity to +8N and -4N perturbations (labeled as Probe 2 in

Fig. 2.3E). The experiment was divided into 6 blocks (105-120 trials each). The

experiment took approximately 45 minutes to complete.

2.2.5 Experiment 4

According to our model, savings and meta-learning are largely due to a memory of

errors. If so, specific manipulations of the history of errors should affect the

presence or absence of savings and meta-learning. In Exp. 4, we tested some of

these critical predictions. This experiment included n = 50 subjects, 10 in each of

the five groups (24.3 ± 5.4 years old, mean ± SD, including 20 females). The

subjects were naïve to the purpose of the experiment. They held the handle of the

robotic manipulandum. The subject’s hand was hidden from view by an opaque

horizontal screen. They were presented with a red circle (1cm diameter), which

served as the start and end point for the trial. Subjects were asked to make a rapid

shooting movement from the starting circle to a green target circle (0.5cm diameter)

located 6cm directly in front of them. They were required to pass through the

target within 150 ± 50ms. Movements that fell outside this range were signaled by

the target circle changing color and a low frequency auditory tone. If the subject

passed through the target circle within the time range, they were rewarded with an

animation of an explosion and a point added to their score.

As subjects began moving towards the target (when the total velocity exceed

0.02m/s), we removed visual feedback for the remainder of the outward motion.

When the reach exceeded 6cm eccentricity, a yellow dot (0.5cm diameter) was

placed on the screen at that location. Visual feedback was withheld for the duration
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of the trial. To aid the subject in returning to the start position, when the hand was

within 3cm of the starting circle, the position of the cursor was provided by a white

dot (1mm diameter) which blinked at 1Hz (20% duty cycle). In some trials, we

manipulated the location of the yellow dot by rotating it relative to the target using

the perturbation schedules shown in Fig. 2.5A and Fig. 2.6A.

All groups experienced a baseline block of 90 null (no perturbation) trials.

Each group experienced a training condition (90 or 120 trials) followed by 120 trials

of washout (null, N), and a final phase in which we tested adaptation to an abruptly

imposed 30◦ counterclockwise (CCW) perturbation over 90 trials (A). The ANA

group was trained on a 30◦ CCW rotation over the course of 90 trials (A) before

washout and testing. The BNA group experienced a 30◦ clockwise rotation (B),

followed by washout testing. The BwaitNA group experienced the same

perturbation schedule as BNA. However, subjects were asked to wait 1-2 minutes

after training of (B). This delay was expected to reduce the adapted motor

output (Smith et al., 2006; Criscimagna-Hemminger and Shadmehr, 2008), resulting

in reduced after-effects, i.e. smaller errors, when subjects experienced the washout

condition. The GNA group experienced a 30◦ CCW rotation that was gradually

imposed over 120 trials. The BGNA group experienced a 30◦ abruptly imposed CW

rotation that was then gradually removed.

To test for savings, we fit an exponential to the performance in the test

condition for each subject

k exp (−t/τ) + c . (2.6)

In Eq. 2.6 the exponential time constant τ has units of trials. Therefore, savings

compared to the initial learning of A by the ANA group is represented as a decrease

in the value of τ .

Indeed we found that the subjects in the ANA and BNA groups learned

significantly faster than control in the test of perturbation (A), whereas the GNA,
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BwaitNA, and BGNA groups learned at a rate that was no different than control.

2.2.6 Data collection and statistical analysis

Movement kinematics (position, velocity) and force information were recorded at

200 Hz. We were able to measure hand position at a resolution better than 0.1mm,

and force at a resolution of 1/80N. Statistical analyses were performed in SPSS 21

(IBM, NY). We used one-way ANOVAs (when there were more than 2 groups) or

independent two-sided t-tests (when there were 2 groups) to compare the

between-group differences at a single point in the experiment. We used paired

t-tests to compare the results of two consecutive probes.

The standard statistical test used in adaptation studies is repeated-measure

ANOVA (RM-ANOVA). In RM-ANOVA, the assumption is that the between

subject variance of the measured variable is constant across measurements.

However, in motor adaptation studies, the across-subject variance of the measured

variable often changes as the experiment progresses, violating a primary assumption

of a repeated measures ANOVA. To address this problem, we used the general linear

model feature of SPSS (GLM-ANOVA) to test for main effects of trial, group, and

group by trial interaction. Our analysis assumed a heterogeneous autoregressive

correlation structure of the variance matrix, allowing for between-subject variance

to change across repeated measurements (Herzfeld et al., 2014a).

In cases where there was a significant main effect of group or a group by trial

interaction, we performed a series of post-hoc t-tests to determine which groups

were significantly different. Post-hoc tests were corrected for multiple comparisons

using the Dunn-Sidak approach. All figures and statistics are reported as ±SEM,

unless otherwise noted.
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2.3 Results

Let us begin with a standard model of motor learning (Mackintosh, 1975;

Thoroughman and Shadmehr, 2000; Rescorla and Wagner, 1972; Pearce and Hall,

1980) in which on trial n, a perturbation x(n) is imposed on action u(n) so that the

sensory consequences are y(n). Based on its belief about the environment , the

learner predicts the sensory consequences ŷ(n), and then updates its belief from the

prediction error e(n) = y(n) − ŷ(n). Such learning typically depends on a decay factor

α, and error-sensitivity η(n), as in Eq. 2.3.

2.3.1 History of errors alters error-sensitivity

Consider an environment in which the perturbations persist from trial to trial, and

another environment in which the perturbations switch (Fig. 2.1A). In a slowly

switching environment, the brain should learn from error because the perturbations

are likely to persist (learning from error in one trial will improve performance on the

subsequent trial). However, in a rapidly switching environment the brain should

suppress learning from error because any learning will be detrimental to

performance on subsequent trials.

Three groups of subjects (n = 9 per group) made reaching movements while

experiencing force perturbations from either a slow, medium, or rapidly switching

environment (Fig. 2.1A). The mean of the perturbations was zero for all blocks

(consisting of 30 trials). We measured error in a given trial and then computed the

amount that was learned from that error (probe trials, purple bars, Fig. 2.1A). To

quantify learning from error on trial n, we measured the change in force from the

trial before to the trial after the perturbation, u(n+1) − u(n−1) (Fig. 2.1C). In block 1,

learning from error was similar in the three groups (p > 0.99), and in all probe trials

the perturbation produced similar errors (Fig. 2.1B, RM-ANOVA, effect of group
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Figure 2.1: History of error alters error-sensitivity. A. Reaching paradigm with
force field perturbations. The yellow circles note a perturbations state, and indicates
probability of remaining in that state. The slow, medium and rapidly switching en-
vironments are shown. One group of subjects was trained in each environment. We
measured error-sensitivity via probe trials in which subjects experienced a constant
perturbation, sandwiched between two error-clamp trials. B. Movement trajectories
in the perturbation trial of the probe trials. Trajectories were averaged over 5 suc-
cessive presentations of the probe. The errors in probe trials did not differ between
groups. C. Learning from error in the probe trials, measured as the change in force
from the trial prior to the trial after the perturbation. D. Learning from error in
the probe trials, plotted as a percentage of the ideal force (left). Error-sensitivity
was measured as the trial-to-trial change in the percentage of ideal force divided by
error (right). E. Change in error-sensitivity between the baseline block and the last
5 error-clamp triplets. Data are mean ± SEM.

p > 0.8, interaction, p > 0.7). However, subjects that experienced the slowly

switching environment increased their learning from error (Fig. 2.1C), whereas those

who experienced the rapidly switching environment suppressed this learning.

We measured the force produced on a given trial and computed a coefficient

representing percent ideal (Fig. 2.1D). RM-ANOVA indicated a significant block by

group interaction (p < 0.05), suggesting that the history of perturbations altered

the amount of learning from error. Post-hoc tests showed that in the slowly

switching environment subjects learned more from error than in the rapidly

switching environment (p < 0.03). This change in error-sensitivity developed

gradually with training (Fig. 2.1D). The slowly switching environment induced an

increase in error-sensitivity (Fig. 2.1E, changes in sensitivity from the first half to

second half of the experiment, ANOVA, p < 0.05).

2.3.2 Error-sensitivity is local to the experienced error

Is control of error-sensitivity local to the experienced errors? In Exp. 2, subjects

performed rapid out-and-back movements for which no visual feedback was available

during the outward part of the reach, with the aim of hitting a target at the
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visuomotor gain perturbations. B. Perturbation schedule. Dashed lines indicate
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error-sizes measured over each environment block. D. Learning from error measured
at various error sizes. E. Error-sensitivity as a function of error magnitude. F.
Probability of error.

turn-around point of their movement. An occasional perturbation altered the

feedback regarding hand position at the turn-around point (Fig. 2.2A). We measured

the relationship between error and learning from error (change in reach extent).

Group 1 (n = 10) experienced a perturbation schedule that transitioned from

slow, medium, to rapid switching (Fig. 2.2B) whereas Group 2 (n = 10) experienced

the reverse. In Group 1, error-sensitivity decreased whereas in Group 2

error-sensitivity increased (Fig. 2.2C). We measured the mean error-sensitivity in

each environment, resulting in 3 measurements for each subject across the

experiment. RM-ANOVA showed a significant main effect of group (p < 0.005) and

block (p < 0.001) and group by block interaction (p < 0.001). As the statistics of

the perturbation changed, so did the error-sensitivity.

We measured learning from error as a function of error in each environment

(Fig. 2.2D). A given error produced greater learning when that error was
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experienced in a slow switching environment (Fig. 2.2D, red line) (RM-ANOVA

main effects of error size p < 10−4, and environment p < 0.001, posthoc between

slow versus medium or fast, p < 0.001). We quantified error-sensitivity at each error

size (Fig. 2.2E) and found that error-sensitivity had not changed globally, but

predominantly for smaller error sizes. RM-ANOVA of the absolute sensitivities

between 0.25 and 2cm showed a significant main effect of environment (p < 10−4),

as well as a significant environment by error size interaction (p < 0.05). We found a

significant difference in error-sensitivity across environments for an error-size of

0.25cm (p < 0.05), but no significant difference for an error-size of 2cm (p > 0.1).

Interestingly, the small error sizes for which the subjects had shown the largest

change in error-sensitivity were also the most frequent errors (Fig. 2.2F). This

hinted that control of error-sensitivity was a function of error.

2.3.3 Computational model of error-sensitivity

Current models of sensorimotor learning assume that error-sensitivity, η(n), is

independent of error, e(n). This is true for state-space models of

learning (Thoroughman and Shadmehr, 2000; Scheidt et al., 2001; Donchin et al.,

2003; Smith et al., 2006; Cheng and Sabes, 2006), as well as Kalman filter models of

learning (Wei and Körding, 2009; Kording et al., 2007; van Beers, 2009; 2012).

However, suppose that sensory prediction errors are encoded in the nervous system

with a set of basis elements where each basis element, gi has a preferred error ĕi.

Further suppose that error-sensitivity is determined by a population coding:

η

e(n)


=

N
i=1

wigi


e(n)



gi


e(n)


= exp −(e(n) − ĕi)2

2σ2

. (2.7)

On trial n − 1 the motor command u(n−1) produces an error e(n−1), as
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illustrated in the top part of Fig. 2.3A. The nervous system learns from this error

and produces motor command u(n) on the subsequent trial, resulting in e(n). In a

slowly switching environment (top part of Fig. 2.3A), e(n) has the same sign as

e(n−1). In this case, error-sensitivity should increase around e(n−1) (Fig. 2.3B, red

line). On the other hand, in a rapidly switching environment (Fig. 2.3A, bottom),

e(n) has a different sign than e(n−1). In this case, error-sensitivity should decrease:

w(n+1) = w(n) + βsign

e(n−1)e(n)

 g(e(n−1))
gT (e(n−1))g(e(n−1)) (2.8)

In Eq. 2.8, w = [w1, w2, . . . , wN ]T , g = [g1, g2, . . . , gN ]T , and superscript T is the

transpose operator. This rule is similar to the RPROP algorithm, a heuristic for

adjusting the learning rate of machines (Riedmiller and Braun, 1993), but has the

unique feature of assuming that error-sensitivity is via population coding of the

error space. These equations represent a learner that stores two kinds of memory: a

memory of the state of environment (x̂, Eq. 2.3), and a memory of errors (w,

Eq. 2.8). We simulated the model (Fig. 2.3C, gray line) and found that in the slow

switching environment error-sensitivity increased in the neighborhood of the

experienced errors, whereas in the rapidly changing environment error-sensitivity

decreased (Fig. 2.3D).

2.3.4 Experimental tests of error-sensitivity model predic-

tions

Our model made a critical prediction: if the brain controlled error-sensitivity via

memory of errors, then it should be possible to simultaneously increase sensitivity

for one error, while decreasing it for another. In Exp. 3 we considered an isometric

task in which subjects (n = 16) produced a force to match a target (16N) in the face

of a perturbation. The perturbations were designed so that, according to our model,
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Figure 2.3: Theoretical model and Experiment 3. A. On trial n − 1, the motor com-
mand u(n−1) is generated, resulting in error e(n−1) = −1. If the error in trial n is of the
same sign as e(n−1), then error-sensitivity should increase (top). However, if the error
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environment. E. Experiment 3 perturbation protocol. F. Single-trial learning from a
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for the -4N perturbation, while simultaneously decreased for a +8N perturbation. G.
Learning from error normalized by the perturbation magnitude (4 or 8N) in the first
trial of each repetition of the rapid (blue) and slowly switching (red) environments.
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subjects would increase their sensitivity to -4N errors, while simultaneously

decreasing their sensitivity to +8N errors.

In the baseline block we probed sensitivity to +8N and -4N perturbations

(Probe 1, Fig. 2.3E). The resulting learning from error is plotted in Fig. 2.3F (Probe

1). At baseline, subjects responded to the +8N and -4N perturbations by learning a

fraction of each error (Fig. 2.3F). We next produced 20 repetitions of a rapidly

switching environment in which the perturbations were Âś8N (Fig. 2.3E, inset).

After a period of washout, we then produced 15 repetitions of a slowly switching

environment in which the perturbations were 0N or +4N. The critical aspect of our

design was that the subjects were never exposed to a -4N perturbation. They

nevertheless experienced -4N errors (because removal of a learned +4N perturbation

results in -4N error).

The 8N environment induced a decrease in sensitivity to a +8N error, and

subsequent exposure to the +4N environment resulted in an increase in sensitivity

to a -4N error (Fig. 2.3G, RM-ANOVA showed a significant main effect of

perturbation (p < 0.03) as well as a perturbation by block interaction (p < 0.01).

The critical question, however, was whether both of these changes in sensitivity were

simultaneously present. Following the slowly switching block of perturbations, we

again probed sensitivity to +8N and -4N errors (Probe 2, Fig. 2.3E). Compared to

the baseline block (Probe 1), learning from a +8N error had decreased (p < 0.005),

while simultaneously, learning from a -4N error had increased (p < 0.05) (Fig. 2.3F).

How well could the model explain behavior in this experiment? In Fig. 2.4A

we have plotted learning from error as a function of error size for all subjects across

the entire data set. The change in error-sensitivity predicted by the model was

highly correlated with the change observed in our subjects (R2 = 0.65; p < 10−8,

Fig. 2.4), suggesting that history of error induced changes in error-sensitivity in the

region of the experienced errors. Remarkably, we found that the learning from error

34



-8 -4 0 4 8
-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Error (N)

L
e

a
rn

in
g

 f
ro

m
 e

rr
o

r 
(N

)

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

-8 -4 0 4 8

Error (N)

C
h

a
n

g
e

 i
n

 l
e

a
rn

in
g

 (
N

)

Measured

Predicted

A B

Figure 2.4: Comparison of model and experimental results for Exp. 3. A. Experi-
mental results. Learning from error as a function of error size, measured across the
experiment. Errors were binned across error sizes with a bin width of 1N. Black
line represents the best-fit line, corresponding to a constant error-sensitivity across
error magnitudes, our estimate of an unbiased learner. Error bars are mean ± SEM.
B. Difference between the measured learning from error and the unbiased learning
curve. Predicted curves show the change in error sensitivity as predicted by the
model, binned across error-magnitudes. Error bars represent mean ± SEM across
subjects.

was not monotonic. Rather, subjects learned significantly more from a ±4N error

than ±8N error (paired t-test, t(15) = 7.76, p < 0.001). Fig. 2.4B plots the

difference between learning from error and the regression line (our proxy for an

unbiased learner). This reflects the change in learning that has been caused by the

changes in error-sensitivity. We ran our model on the same sequence of errors that

each subject experienced in Exp. 3 and have plotted the predicted change in

Fig. 2.4B (scaled by a multiplicative coefficient to convert to units of Newtons). The

correlation between the predicted and observed values was R2 = 0.65, p < 10−8.

Therefore, as the model had predicted, we were able to use the history of errors to

simultaneously increase learning at one error size, and decrease learning at another.
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2.3.5 Error-sensitivity model explains savings and meta-learning

This new model of learning provided new insights on a wide range of puzzling

experiments, including the phenomena of savings and meta-learning (Fig. 2.7 and

Fig. 2.8). It predicted that when one is better at a task than before, it is not

because the brain recalled the motor commands, but because it recognized the

errors - the errors for which error-sensitivity had been altered. In addition, the

model predicted that savings and meta-learning could be blocked by controlling the

errors that are experienced during learning.

In Exp. 4 volunteers participated in a visuomotor rotation experiment

(Fig. 2.5A and Fig. 2.6, n = 10 per group). We began with a control experiment to

establish the basic idea that savings is present despite washout. In the ANA group

(Fig. 2.5A), perturbation (A) was imposed (+30◦ perturbation), and then following

an extended period of washout (N), perturbation (A) was again presented (+30◦).

We expected to observe a faster rate of learning in the second exposure to (A), since

this is a protocol that has historically produced savings (Zarahn et al., 2008).

According to our model, savings occurs because during the initial exposure to (A)

the stable sequence of perturbations increase error-sensitivity, and these errors are

re-visited in the subsequent test of (A).

Indeed, we found that subjects in the ANA paradigm experienced a

significant amount of savings Fig. 2.5B. If savings occurred because the errors that

were experienced during initial learning of (A) were re-visited in the subsequent test

of (A), then we should be able to prevent savings by presenting (A) so that the

errors that are experienced during initial exposure are unlike the large errors that

are experienced during re-exposure to (A). We tested this prediction with the GNA

group (Fig. 2.6A). In the GNA group, the perturbation was incremented gradually

to (A), as opposed to a sudden presentation. As a result, subjects learned to make
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movements typical of learning to (A), but did not experience the same errors.

Furthermore, we should be able to produce savings in a very different way:

expose subjects to perturbation (B) and then present sudden washout (Fig. 2.5A,

BNA). During washout they are exposed to a sequence of stable errors, which

increase error-sensitivity for those errors. Importantly, the washout-induced

after-effects are errors that are also experienced during subsequent test of (A). In

such a case, the model predicts that the savings occurs because the learner is

exposed to errors during sudden washout of (B), i.e., the after-effects. The

interesting idea is that the after-effects themselves present a sequence of stable

errors, which increase error-sensitivity. Because these after-effect induced errors are

re-experienced during subsequent learning of (A), subjects should show

meta-learning, despite the fact that they have not previously experienced (A) before.

If the meta-learning in BNA is due to errors that are experienced during

washout of (B), we should be able to eliminate it by reducing the washout-induced

errors. In BwaitNA, a wait period was inserted between -30◦ training and washout.

This wait period should reduce the after-effects in the subsequent washout

trials (Smith et al., 2006; Criscimagna-Hemminger and Shadmehr, 2008). Therefore,

installation of a brief wait period would remove exposure to errors, the same errors

that are the part of learning of (A). In this case, the model predicted that we should

see no savings (Fig. 2.5E).

We followed this idea with a second group in which we eliminated the

after-effects by introducing errors gradually in BGNA group (Fig. 2.5). In BGNA,

after exposure to (B) we gradually removed the perturbation so that there would be

little or no errors that are similar to those that the subjects would experience during

exposure to (A).

In summary, the model predicted savings in ANA but not GNA,

meta-leaning in BNA but not BwaitNA and BGNA. Our experimental results
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Figure 2.6: Additional groups in Experiment 4: saving and meta-learning occur
only when previously experienced errors are re-visited. A. Perturbation protocols for
groups GNA and BGNA. B. Performance during exposure to +30◦ perturbation. Ex-
ponential fits are shown for the group data. Performances of the GNA and BGNA are
not different than control, demonstrating that these perturbation protocols blocked
savings. C. Exponential time constants are not different than control. A lower time
constant indicates faster learning. D. Time course of adaptation in the GNA group.
Note that the magnitude of the error at the end of gradual learning is significantly
smaller than 30◦. Data are mean ± SEM across subjects.

confirmed these predictions (Fig. 2.5C,D and Fig. 2.6).

2.4 Discussion

We have demonstrated that humans store a memory of their previously experienced

errors. The history of the experienced errors informs the error-sensitivity used on

the current trial. This error-sensitivity is a function of the error magnitude and,

therefore, local to the experienced errors. Using these results, we developed a

computational model demonstrating a principled technique that can be used to
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modulate error sensitivity (Eq. 2.8). In Exp. 3 and 4, we systematically tested the

predictions of this model. Here, we demonstrate this this simple computational

model can explain a large number of previously collected experimental data.

Therefore, let us use this model to shed light on a set of puzzling observations

in the field of motor learning, in paradigms such as reaching, walking, and saccades.

For each simulation, we chose model parameters such that the errors experienced by

the model were similar to the errors reported in the respective papers. However,

similar qualitative results would be obtained for other parameter values.

2.4.1 Why does learning from error saturate with large per-

turbations?

Fine and Thoroughman (2006) examined reaching movements that were perturbed

by a force-pulse. The perturbations were drawn from a discrete uniform

distribution: [±6, ±12, ±18]N and presented in 80% of the trials. They examined

learning (change in motor commands from the trial prior to the trial after the

perturbation) and noted that this measure did not grow linearly with perturbation

size, but saturated (black bars, Fig. 2.7A). We ran our model on a perturbation

schedule with the same distribution (50 iterations, 360 trials each, 80%

perturbations, discrete perturbations drawn uniformly from [±6, ±12, ±18]N). In

our model, error was encoded by 50 Gaussian bases distributed throughout an error

space between ±30N, with a standard deviation of 7N. The initial weights of this

network were set so that the error-sensitivity was roughly at 20%, a value typical for

force field task (Donchin et al., 2003). We allowed the weights to change with

β = 0.005. After simulating the motor output for each trial, we estimated the

learning following a particular perturbation by measuring the mean trial-to-trial

change in motor output for each of the discrete perturbations. The results are

shown with the red line in Fig. 2.7A. The correspondence between model and
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experimental data is R2 = 0.99 ± 0.005 (mean ± SD of 50 simulations).

Wei and Körding (2009) measured learning from error in a visual

displacement task (Fig. 2.7B, black bars). Subjects were asked to reach in the

horizontal direction, and the location of the visual feedback was displaced in the

vertical direction. Participants experienced 900 trials in which the perturbation on

each trial was drawn from a discrete uniform distribution: [0, ±1, ±2, ±4, ±8]cm,

and learning was measured by changes in motor commands in the vertical direction.

We simulated the results for 50 randomly generated perturbation schedules with the

same characteristics. We distributed 50 Gaussian bases throughout an error space

between ±10cm, with a standard deviation of 1cm. The initial sensitivity was set at

5%. We allowed the weights to change with β = 0.005 (i.e., unchanged from the

above simulations). The model results are shown by the red line in Fig. 2.7B. The

correspondence between model and experimental data is R2 = 0.70 ± 0.17 (mean ±

SD of 50 simulations).

Why did the learning saturate for large perturbations? The model explained

that this was because the perturbations that were used in these experiments were

drawn from a bounded uniform distribution. With such a distribution,

error-sensitivity declines (and as a consequence, learning from error saturates) for

the large errors produced by the perturbations near the bounds. This is because

after experiencing an error from a perturbation near one of the bounds, it is much

more likely that the next perturbation will produce a change in the sign of the error

than not. To illustrate this, in the Fig. 2.8A (top subplot) we have plotted the

quantity E

sign(e(n−1)e(n))


as a function of the perturbation size on trial n. We

find that the expected value is positive for small perturbations and negative for

large perturbations. As a consequence of this uniform bounded distribution of

perturbations, error-sensitivity decreases for large perturbations, as illustrated by

the learning from error curve in Fig. 2.8A (right subplot). It is also important to
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Figure 2.7: Model accounts for a large body of experimental results. A. Mean
adaptation to a series of discrete force-pulse perturbations. Data reported by Fine
and Thoroughman (2006) (black bars, mean ± SEM) compared to model (red, mean
± SEM). Model SEM is obscured by the line. B. Mean adaptation during a visual
displacement task reported by Wei and Körding (2009) (black bars) compared to
model (red). C. Adaptation to discrete force-field perturbations during a reaching
task. Volunteers experienced one of three environments in which perturbations were
drawn from a distribution that was either unbiased, weakly biased (green x’s) or
strongly biased (blue x’s) (top) (Fine and Thoroughman, 2007). Model results shown
in lower panel. D-E. Experimental results from a visuomotor rotation task (Semrau
et al., 2011). Participants experienced environments with statistics similar to sub-
figure C over three separate days (top). Model results for the three environments in
the order strong, weak, unbiased are shown in D (bottom); environments in the order
unbiased, weak, strong are shown in E. F. Example of meta-learning (also termed
structural learning). Results from a visuomotor rotation experiment (Turnham et al.,
2012). After exposure to a random or gradual environment (left), performance was
assessed during learning of a [+30, -30, +30]◦ perturbation sequence (right). G.
Examples of savings. Model results (red) in a perturbation schedule consisting of
training (+1), washout (0), re-learning (+1) (grey, top). Model results for a schedule
which includes learning of (-1) shows faster learning than control in (-1), as well as
faster relearning in (+1) (bottom). H. Split-belt gait adaptation results (Malone
et al., 2011) in which subjects were exposed to a similar sequence of perturbations as
in G. Model results for similar perturbation schedule (bottom). I. Saccade adaptation
experiment (Kojima et al., 2004) (top) and model (bottom). Individual saccades are
shown as black dots; black line shows 150 trial moving average. The red arrow denotes
the end of facilitated learning. J. Example of data attributed to reinforced repetition.
Model results for a paradigm similar to (Huang et al., 2011). Savings is present in
the Adp+Rep+ group. In all plots, shaded error regions are model mean ± SEM,
across randomly generated perturbation sequences.
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note that because the mean of the perturbation distribution is zero, the positive

expected values around the mean perturbation produce little or no changes in

learning from error function (Fig. 2.8A, right subplot). That is, even though

sensitivity increases for small errors (e ≈ 0), learning from error is small for these

errors. The dominant effect is the reduced error-sensitivity for errors other than

those produced by the mean of the perturbation.

2.4.2 Why does error-sensitivity depend on the mean of the

perturbation distribution?

Fine and Thoroughman (2007) performed a force-field adaptation study in which

the perturbations were similar to their previous study (Fine and Thoroughman,

2006). However, subjects practiced in one of three environments: unbiased, in which

the magnitude of the force-field was drawn from a zero mean discrete uniform

distribution [+36, +24, +12, -12, -24, -36]Ns/m, weakly biased [+18, +9, -9, -18,

-27, -36]Ns/m, or strongly biased [-6, -12, -18, -24, -36]Ns/m (Fig. 2.7C). If

error-sensitivity is independent of error history, the three groups of data points

should have the same slope. However, the authors found that the slope of the

learning curve versus perturbation magnitude was greater (more steep) for the

strongly biased distribution, and smaller for the unbiased distribution. We ran our

model on the same distributions (50 simulation runs per distribution) and have

plotted the results in Fig. 2.7C. We used the same choice of model parameters for

this simulation as we did for Fine and Thoroughman (2006), except that the error

space was enlarged to accommodate the larger perturbations (N = 50, P = 50N,

σ = 7N, β = 0.005). The model results are shown in Fig. 2.7C. The correspondence

between the model and experimental data is R2 = 0.97 ± 0.008 (mean ± SD). Note

that the model SEM bars are very small in Fig. 2.7C and are obscured by the circle

data markers.
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Figure 2.8: The model was simulated on each perturbation distribution in the vari-
ous experiments and then the quantity E


sign(e(n−1)e(n)


was plotted as a function of

perturbation magnitude in that distribution. A. Simulation results for the perturba-
tion distribution in Fine and Thoroughman (2006). In the right subplot the baseline
learning curve is shown by the black line and the final learning curve is shown by
the red line. B. Simulation results for the perturbation distributions in Fine and
Thoroughman (2007). C. Simulation results for the random perturbation sequence in
Turnham et al. (2012) labeled as “paired” random. Additional results for a schedule
in which perturbations are random on each trial rather than each pair is labeled as
“single” random. Mean errors from the gradual training in Turnham et al. (2012),
showing sustained errors of approximately 30◦, similar to those tested at the end of
the experiment. D. Simulation results for the “single” random perturbation. The
“single” random schedule does not show savings whereas the “paired” random sched-
ule from Turnham et al. (2012) shows savings (Fig. 2.8F). F. Learning from error as
a function of error magnitudes for all groups from the simulation of Turnham et al.
(2012). Learning from error increases for the gradual and paired-random perturba-
tions, but not single-random perturbations. In all plots, shaded error regions are
mean ± SEM, across randomly generated perturbation sequences.

In Fig. 2.8B we have plotted the quantity E

sign(e(n−1)e(n))


as a function of

perturbation size for this experiment. Each function has a peak near the mean of

the corresponding distribution, but there is a clear asymmetry in the function

associated with the strongly biased distribution, whereas the function is symmetric

for the unbiased distribution. When the distribution of the perturbation is

unbiased, the function E

sign(e(n−1)e(n))


is symmetric and generally negative for

non-zero errors, suppressing learning from errors that arise from both positive and

negative perturbations. In contrast, when the distribution is strongly biased, the

expected value is asymmetric, only suppressing learning from errors that arise from

large negative perturbations. In both cases, sensitivity is reduced to perturbation

near the bounds of the uniform distribution, as in (Wei and Körding, 2009; Fine and

Thoroughman, 2006). However, because of the distribution of errors in the strongly

biased group, the expected change in sensitivity is asymmetric. As a consequence,

learning from perturbation (Fig. 2.7C) is shallow for the unbiased distribution since

sensitivity is reduced for most perturbation magnitudes, but steep for the strongly
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biased distribution.

2.4.3 Why does error-sensitivity depend on the sequential

order of the perturbation distributions?

In the above experiments, each group of subjects experienced one distribution of

perturbations. Let us now consider what happens when different group of subjects

experience a given set of distributions in distinct sequence.

Semrau et al. (2011) performed a visuomotor rotation experiment. Similar to

Fine and Thoroughman (2007), perturbations were presented in 80% of the trials.

However, subjects were exposed to a sequence of three different perturbation

distributions: unbiased [±30, ±20, ±10, 0]◦, weakly biased [+30, +22.5, +15, +7.5,

0, -7.5 -15]◦, or strongly biased [30, 25, 20, 15, 10, 5, 0]◦. The order of the

environments was counterbalanced across the two groups of participants. The

authors found that there was an order effect: learning in a given environment

depended on the specific order in which the environments were experienced.

Subjects that experienced the strongly bias distribution first showed a steep

learning function (Fig. 2.7D, top subplot, blue line), whereas participants that

experienced the strongly biased perturbation last (Fig. 2.7E, top subplot, blue line)

showed a shallow learning function. We constructed a perturbation schedule which

copied this design and simulated our model with the same order of perturbation

distributions. As before, the error space was encoded by 50 Gaussian bases

throughout a 40◦ error space with an initial sensitivity of 20% (σ = 10◦, β = 0.005,

α = 0.8). The model’s results are shown in Fig. 2.7D and Fig. 2.7E. The

correspondence between model and experimental data is R2 = 0.86 (Fig. 2.7D,

p < 10−8) and R2 = 0.93 (Fig. 2.7E, p < 10−10).

The group that experienced the strongly biased distribution last had already

experienced the weakly biased and unbiased distributions. Each of these prior
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experiences reduced error sensitivity for the perturbations near the bounds. Because

all three distributions shared one of the bounds, the reduction in the

error-sensitivity was particularly strong near this bound for the group that had

experienced the unbiased and weakly biased distributions before the strongly biased

distribution. As a consequence, the group with the prior experience showed a

shallower learning curve than the group without the prior experience.

2.4.4 Model explains data attributed to structural learning

Let us now consider a remarkable observation termed structural learning. A key

experiment is that of Turnham et al. (2012), in which subjects perform a

visuomotor rotation task. The participants in the random condition trained in an

environment in which the perturbation on the odd trials was drawn randomly and

without replacement from a discrete sequence uniformly spanning the range [-60◦ to

+60◦]. Importantly, the even trials had a perturbation that was always the same as

in the previous odd trial. That is, perturbations repeated twice in a row. [In the

experiment, subjects were tested in 8 directions, termed a ‘cycle’. Here, we

considered a simpler version of this experiment in which there is only one direction

and a trial represents a cycle.] An example of such a random distribution of

perturbations is shown in Fig. 2.7F (left sub-figure, black line). Following this

training, the subjects were tested in a series of constant visuomotor perturbations of

[+30, -30, +30]◦. The authors found that as compared to a control group, subjects

that had this prior training in the random perturbations showed faster learning in

the subsequent constant perturbations (Fig. 2.7F, top-right). That is, the

experience of the random perturbations appeared to facilitate learning of a constant

perturbation, a phenomenon that the authors interpreted as structural learning. A

second group completed a gradually imposed perturbation which spanned the range

[-60◦ to +60◦]. Importantly, subjects in this experiment did not fully compensate for
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the errors when the gradually imposed perturbations became large (c.f. Fig. 3

of (Turnham et al., 2012)), resulting in persistent and repeating errors (see

Fig. 2.8C, right subplot).

We constructed similar perturbation schedules as the authors of this

experiment. We used simulation parameters that were identical to those used in the

visuomotor rotation experiment described above for Semrau and colleagues except

that we increased the size of the error range to accommodate the larger

perturbations. As before, we used 50 Gaussian bases to span the error range [-150,

150]◦, with an initial sensitivity of 20%. We assumed that each of these bases had a

standard deviation of 10◦. Finally, we set α = 0.8 in Eq. 2.3 and β = 0.005. Our

model reproduced the basic observation that following training in the random

sequence, learning was faster than control in the series of constant perturbation of

[+30, -30, +30]◦ (Fig. 2.7F, bottom-right). In addition, the model reproduced the

result that learning was faster than control following the gradual perturbation.

Finally, the model reproduced the observation that the gradual group performed

slightly better than the random group in both the test of +30 and test of -30

conditions.

According to our model, the key fact in these experiments was the repetition

of errors in the initial training, and then re-experiencing of these errors in the

subsequent testing. In the random group, the repetition came about because every

even trial had the same perturbation as the previous odd trial, resulting in sequence

of errors that were likely to have the same sign, up-regulating error-sensitivity for

the error experienced in the odd trial. In the gradual group, the repetition came

about because the subjects could not adapt as fast as the gradually imposed

perturbation, resulting in errors that accumulated and repeated near the end of the

gradual perturbation (see Fig. 2.8C, right subplot for data from the original

experiment, and Fig. 2.7F, bottom subplot for simulation data).
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The model explained that in the random group, the faster than control

learning that was observed was not due to a memory of perturbations (as the mean

of the perturbation sequence was zero), but due to the accumulation of memory of

errors. The +30◦ constant perturbation produced a +30◦ error, for which

error-sensitivity had increased due to exposure to the previous ’random’

perturbation. This is shown by the quantity E

sign(e(n−1)e(n))


, plotted for various

error sizes in Fig. 2.8C (left subplot, labeled ‘paired random’). Note that the

E

sign(e(n−1)e(n))


> 0 for all errors, resulting increased error-sensitivity for all

errors. The model explained that this increase in error-sensitivity would not have

occurred if the perturbations on the even trials were unrelated to the perturbations

on the previous odd trial (Fig. 2.8C, left subplot, labeled ‘single random’) where for

all errors. As a result, we found that error-sensitivity remained at near baseline, and

the model did not show savings, as illustrated in Fig. 2.8D.

The model explained that in the gradual group, the faster learning that was

observed (with respect to control) for +30◦ perturbation was because at the end of

gradual training subjects experienced repeated exposure to +30◦ errors (Fig. 2.8C,

right sub-plot). The repeated +30◦ errors resulted in increased error-sensitivity for

this error, which accounted for the fact that when they were tested with a +30◦

perturbation, the resulting +30◦ errors produced faster learning than in control.

In Fig. 2.8F we have summarized the results of the various simulations.

Learning from error increased in the paired-random perturbations, as well as in the

gradual condition. As a result, the model suggested that data attributed to

structural learning could be explained by memory of errors. The random and

gradual conditions had resulted in a memory of errors for which error-sensitivity

had increased, and during testing the subjects experienced errors similar to those

they had experienced before. It was the repetition of errors, followed by subsequent

revisiting of these errors that resulted in faster learning than control.
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2.4.5 Model explains savings following washout

A number of studies have considered the phenomenon of savings by conducting

experiments in which subjects are trained with a constant perturbation, and then

the perturbation is removed for a long duration, producing washout. Intriguingly,

following this period of washout the re-learning of the perturbation is faster than

control. Current state-space models in which the only memory is one of

perturbations cannot account for such data (Zarahn et al., 2008; Mawase et al.,

2014). Instead, some models have proposed that savings arises from a hypothetical

ability of the brain to recognize a context and protect the memory from

washout (Lee and Schweighofer, 2009). In addition, other models have proposed

that savings arises because during training certain motor commands are reinforced

by repetition and reward (Huang et al., 2011). However, neither of these two

hypotheses can explain the meta-learning results that we highlighted in Fig. 2.7F.

Let us show that the same memory of errors that accounted for meta-learning also

readily accounts for these savings experiments. Consider a typical scenario termed

A, Null, A (ANA). In this simulation we exposed the model to 20 trials of a +1

(a.u.) perturbation, 20 trials of washout (0 perturbation) followed by 20 trials of

relearning of the +1 perturbation (Fig. 2.7G, top). We assumed an error region of

±3 consisting of 20 bases whose initial sensitivity was 20% (σ = 0.25, β = 0.01,

α = 1). We found that despite washout, and the fact that memory of perturbation

had returned to zero, the model exhibited savings, i.e., faster rate of learning in the

second exposure to the +1 perturbation. The reason for this savings, the model

explained, was the fact that the previous errors had been experienced in a stable

environment, enhancing error-sensitivity for the errors that were again experienced

in the second exposure to +1. In a second simulation, we exposed the model to A,

Null, B, Null, A (ANBNA), as shown in Fig. 2.7G, lower subplot. The idea in this
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simulation was to illustrate that the washout of (A) produces after-effects, which are

errors that are subsequently revisited in (B). The model made a crucial prediction:

that learning of (-1) would be faster than control, despite the fact that the model

had never before been trained in a (-1) perturbation. This example of meta-learning

is explained by our model via the fact that the after-effects following learning of

(+1) produce enhanced error-sensitivity to the errors that are again experienced in

the ensuing (-1) perturbation. We presented a test of this prediction in Experiment

4.

2.4.6 Model explains savings in a gait-adaptation experiment

Malone et al. (2011) considered an experiment with a sequence of perturbations

similar to the one that we simulated in Fig. 2.7G. In their split-belt gait adaptation

task, subjects in the ANA group were asked to adapt to a perturbation in which the

belt under the non-dominate leg was moving twice as fast as the dominant leg for 15

minutes. Subjects in this group then returned the next day and were exposed to a

tied belt-condition (washout), followed by an additional re-learning period in the

split belt condition. Subjects in the ANANA group were exposed to an additional

cycle of 15 minutes of tied belt followed by 15 minutes of split-belt before leaving at

the end of day 1. In the ANBNA group, subjects we exposed to 15 minutes of tied

belt followed by 15 minutes of adaptation to a split-belt condition in which the

non-dominant leg was moving half was fast as the dominate leg (opposite of the ‘A’

perturbation) before leaving after day 1. The results of this study are presented in

Fig. 2.7H (top). We simulated a similar perturbation schedule in which each of the

15 minute perturbation/null sessions was approximated by 100 trials of a

perturbation with magnitude ±1 (adaptation) or 0 (washout). We distributed 25

bases throughout an error space of ±5. Initial sensitivity was set at 1% (σ = 0.5,

α = 0.9, β = 0.0005) (Fig. 2.7H, bottom). Consistent with the experimental data,
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our model exhibited the savings in ANA, and greater savings in ANANA. According

to the model, savings in ANA occurred because errors that were initially

experienced in (A) were re-experienced in the second exposure to (A). The savings

in ANANA occurred because the subject gained two prior exposures to (A) before

the final test, resulting in greater increase in error-sensitivity than one prior

exposure. Finally, the savings in ANBNA occurred because in addition to the errors

in initial (A), subjects experienced similar errors upon the washout trials following

(B). That is, in ANBNA subject also had two prior exposures to the errors of the

(A) perturbation, despite the fact that they only experienced (A) once.

2.4.7 Model explains the limited range of savings

Kojima et al. (2004)performed a saccade adaptation experiment in monkeys to

quantify savings. In this experiment, a standard intra-saccade step

paradigm (McLaughlin, 1967) was used to produce errors that resulted in

adaptation. After collecting 400-800 saccades during a ‘gain-up’ adaptation period

(shown in Fig. 2.7I, top), the direction of the intra-saccade step was reversed until

the animal was making saccades with an approximate gain of 1.0. The duration of

this period of counter-adaptation was approximately the same as in the adaptation

period. Finally, the monkey was exposed to a period of re-adaptation on the

gain-up perturbation, but this block contained a larger number of trials than did

the initial learning block (Fig. 2.7I, top). The behavior showed clear evidence of

savings, but the important observation was that the faster re-learning was present

only in the first 100 or so trials, after which the learning curve returned to a rate

similar to initial adaptation (red arrow, Fig. 2.7I, top). Why was the faster learning

present for only a limited number of trials?

To simulate this experiment, we constructed a perturbation schedule

consisting of 300 trials of baseline movements, followed by adaptation to a 3.5◦
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intra-saccade step over 750 trials. The learning of this perturbation was then

washed out using the counter perturbation over 650 trials, before being re-exposed

1100 trials of the gain-up perturbation (Fig. 2.7I, bottom). We distributed 50 bases

in an error-region spanning ±6◦ with initial sensitivity of 0% (σ = 0.25◦,

β = 0.00001, α = 1.0). Just as in the experimental data, our model also showed the

fast initial re-learning, and then a return to slow learning following the first 100 or

so trials. The model explained this limited range of savings by noting that the

inflection point occurred near the limit of the previously exposed errors. That is,

saving was present only up until the errors that were previously experienced - the

errors for which error-sensitivity had been up-regulated.

2.4.8 Model explains savings that was attributed to rein-

forced repetition

A current hypothesis posits that in some conditions, savings may be the result of

reinforcement of motor actions during the adaptation period. In their experiment,

Huang et al. (2011) constructed 4 different perturbation schedules for a visuomotor

rotation task. In the first group, Adp-Rep-, subjects made movements with veridical

feedback to targets drawn from a uniform distribution between 70◦ and 110◦. This

group then learned a constant 25◦ perturbation to a target located at 95◦. In

another group, Adp+Rep-, subjects moved to random targets between 70◦ and 110◦

(identical to the Adp-Rep- group), except that the perturbations were randomly

selected for each target from the uniform bounded distribution [0, 40]◦. Therefore,

this group adapted to the mean of the perturbation (20◦), but did not repeat

actions to a particular target. In the Adp+Rep+ group, subjects were presented

targets from a uniform distribution, but perturbations were chosen so that the

correct solution to all rotations would be to move in the 70◦ direction. The final

group, Adp-Rep+, made repeated movements to the 70◦ target in the absence of a
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perturbation. Each group experienced 80 trials of null movements, followed by 160

training trials, 80 trials of washout, and then a final test phase to the 25◦

perturbation for an additional 80 trials.

We simulated the same experiment for 50 random perturbation schedules for

all groups except Adp-Rep-, which the authors found was not significantly different

than the repetition control group, Adp-Rep+. We incorporated a model of

movement generalization into our model which simulated the effects of

generalization of motor commands to nearby targets (identical to (Tanaka et al.,

2009)). We distributed 50 basis elements throughout an error-region of ±50◦ with

an initial sensitivity of 10% (σ = 10◦, β = 0.05, α = 1.0) . The authors found that

only the Adp+Rep+ group showed savings after a washout block. Our model

reproduced this result (Fig. 2.7J), and explained that the reason was that the

Adp+Rep+ group experienced errors that up-regulated error-sensitivity which were

then re-visited during the test of savings. We made two assumptions in this

simulation. First, that motor commands generalize to nearby targets according to

the model described by Tanaka et al. (2009). Second, that the weights of the

error-sensitivity bases are not target specific. That is, change in error-sensitivity is a

function of error, and therefore generalizes fully to other targets. While we have not

explicitly tested either of these predictions, we note that repetition of a rewarded

action alone cannot account for the meta-learning results we have noted above.

2.4.9 Why do gradual perturbations sometimes produce sav-

ings, and sometimes not?

It is puzzling that in certain examples of a gradual perturbation there can be

evidence of savings (Fig. 2.7F), whereas in other examples of a gradual perturbation

savings is precluded (Fig. 2.6A, GNA group). Why? The model explains that the

critical factor is the history of errors during learning. In the experiment shown in
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Fig. 2.7F in which savings is present, the gradual perturbation produced large

errors, as shown in Figure Fig. 2.8C (right subplot). These residual errors at the

end of the gradual perturbation were the same errors that were experienced by the

subjects when they were tested in a +30◦ perturbation. In contrast, in the GNA

group (Fig. 2.6A), the errors at the end of the gradual perturbation were much

smaller than the errors that are experienced at the onset of the +30◦ perturbation.

As a consequence of these differing history of errors, one form of gradual training

results in savings (Fig. 2.7F), while another does not (Fig. 2.6C).

2.5 Conclusion

We found that during learning, the brain controlled error-sensitivity in a principled

way: learning more from error when perturbations were likely to persist, and less

when perturbations were likely to change. Error-sensitivity modulation was specific

to the experienced errors, suggesting that training produced a memory of errors.

This idea accounted for a host of puzzling observations, including saturation of

error-sensitivity (Wei and Körding, 2009; Marko et al., 2012; Fine and

Thoroughman, 2006), the phenomenon of meta-learning (Turnham et al., 2012),

examples of savings (Kojima et al., 2004; Malone et al., 2011; Sarwary et al., 2013),

and reinforced repetition(15).

The model predicted that meta-learning vanishes when a small delay or

gradual washout alters the history of errors (Fig. ??A), demonstrating that savings

depends crucially on the memory of errors that is accumulated during training. This

memory of errors likely exists in parallel with the two traditional forms of motor

memory, memory of perturbations (Smith et al., 2006) and memory of

actions (Huang et al., 2011).

In our model, we chose to describe the learner as a process with a single
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time-scale. However, data suggest that learning from error depends on a fast and a

slow process with different error-sensitivities (Smith et al., 2006; Kording et al.,

2007; Herzfeld et al., 2014a). We speculate that the memory of errors exerts its

influence through the error-sensitivity of the fast process, and its manipulation

through history of errors may be a useful strategy to speed recovery during

rehabilitation (Patton et al., 2013).
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3 CONTRIBUTIONS OF THE CEREBELLUM TO

ACQUISITION OF MOTOR MEMORIES

In Chapter 2, we suggested that, as we learn a novel motor task, the brain stores a

previously unknown form or motor memory: a memory of errors. This memory can

then be used to modulate error-sensitivity for the experienced errors. What brain

region in responsible for maintaining this memory of errors? Previous motor control

studies have suggested that the primary motor cortex (M1) and the cerebellum are

two brain regions required for motor learning.

In this chapter, we investigate the contribulations of the cerebellum and

motor cortex to acquisition and retention of human motor memories during a force

field reaching task. We show that anodal transcranial direct current stimulation

(tDCS) of the cerebellum, a technique that is thought to increase neuronal

excitability, increased the ability to learn from error and form an internal model of

the field, while cathodal cerebellar stimulation reduced this error-dependent

learning. In addition, cathodal cerebellar stimulation disrupted the ability to

respond to error within a reaching movement, reducing the gain of the

sensory-motor feedback loop. By contrast, anodal M1 stimulation had no significant

effects on these variables.

During sham stimulation, early in training the acquired motor memory

exhibited rapid decay in error-clamp trials. With further training the rate of decay

decreased, suggesting that with training the motor memory was transformed from a

labile to a more stable state. Surprisingly, neither cerebellar nor M1 stimulation

altered these decay patterns. Participants returned 24 hours later and were

re-tested in error-clamp trials without stimulation. The cerebellar group that had
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learned the task with cathodal stimulation exhibited significantly impaired

retention, and retention was not improved by M1 anodal stimulation.

In summary, non-invasive cerebellar stimulation resulted in

polarity-dependent up- or down-regulation of error-dependent motor learning,

indicating a modulation of error-sensitivity. In addition, cathodal cerebellar

stimulation during acquisition impaired the ability to retain the motor memory

overnight. Thus, in the force field task we found a critical role for the cerebellum in

both formation of motor memory and its retention. Taken together, our results

suggest that the cerebellum may be a prime candidate for storage of previously

experienced errors and control of error-sensitivity, as measured via the rate of

learning.

3.1 Introduction

When we interact with a novel object, we learn through trial and error to control

that object, producing a motor memory that can be recalled the next time the

object is encountered. Force field learning has been used as an experimental

paradigm to uncover some of the processes that the brain relies on to accomplish

this feat. In a typical experiment, the participant holds the handle of a robotic arm

and makes a reaching movement, experiencing novel forces that displace the hand,

resulting in error. This error engages short- and long-latency feedback pathways,

producing a within-movement motor response to the error. In the subsequent reach

the brain predicts some of the novel forces from the onset of the movement,

resulting in partial compensation for the robot-induced forces. This trial-to-trial

change in the motor commands has a specific pattern: the within-movement error

feedback response is shifted earlier in time to produce a predictive

response (Thoroughman and Shadmehr, 1999). With training, some of the
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modifications to the motor commands become a motor memory, as exemplified by

the observation that the memory is disengaged when the robot handle is

released (Kluzik et al., 2008), and is recalled day (Criscimagna-Hemminger and

Shadmehr, 2008; Joiner and Smith, 2008) or months (Shadmehr and Brashers-Krug,

1997) later when the robot handle is grasped.

Formation of this motor memory appears independent of human medial

temporal lobe structures (Shadmehr et al., 1998), but dependent on the integrity of

the cerebellum (Smith and Shadmehr, 2005; Criscimagna-Hemminger et al., 2010;

Donchin et al., 2012) and the motor cortex (Li et al., 2001; Richardson et al., 2006;

Arce et al., 2010; de Xivry et al., 2011b;a). In particular, a study in humans

demonstrated that reversible disruption of the thalamic projections of the

cerebellum to the cortex produced within-subject impairments in the ability to learn

the force fieldtask (Chen et al., 2006). Therefore, the current evidence points to the

cerebellum as one of the structures that plays a critical role in the acquisition of this

motor memory. Here, we used transcranial direct current stimulation (tDCS) to

alter function of the cerebellum and quantified the effect of this disruption on the

ability to learn the force field task. tDCS of the cerebellum is thought to affect the

excitability of Purkinje cell (Galea et al., 2009). Anodal cerebellar stimulation,

which is thought to elevate the excitability of Purkinje cells, has been shown to

increase rates of adaptation in visuomotor (Galea et al., 2009; Block and Celnik,

2013) and gait (Jayaram et al., 2012) tasks, whereas cathodal cerebellar stimulation,

which is thought to reduce Purkinje cell excitability, has been shown to decrease

rates of gait adaptation (Jayaram et al., 2012). By contrast, anodal stimulation of

the motor cortex (M1) had no effect on the rate of visuomotor adaptation, the size

of after-effects, or the rate of de-adaptation upon removal of the perturbation (Galea

et al., 2011). However, immediately after adaptation and removal of anodal M1

tDCS, those in the stimulation group showed a reduced rate at which the resulting
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memory decayed in the absence of visual feedback (Galea et al., 2011). These

findings led Galea et al. (2011) to propose that whereas the cerebellum may be

critical for learning from error, the motor cortex plays a role in retention of the

resulting memory. By contrast with the findings of Galea et al. (2011), Hunter et al.

(2009) applied anodal stimulation to the motor cortex in a force field task and

observed a larger reduction in signed kinematic errors during adaptation than in a

sham tDCS condition, suggesting that motor cortical stimulation increased learning

from error. Therefore, whereas current evidence suggests that stimulation of the

human cerebellum can affect learning from error, it is unclear whether stimulation

of the motor cortex affects learning from error and/or retention.

Here, we compared the effects of cerebellar and M1 stimulation on the

process of acquisition and retention of motor memories in a force field paradigm.

Given previous observations in other motor learning paradigms, we expected that

M1 stimulation would not affect the rate of learning from error, whereas anodal

cerebellar stimulation would increase this rate and cathodal cerebellar stimulation

would decrease the rate of learning. In addition, to specifically test the hypothesis

that anodal stimulation of M1 enhances retention of motor memories (Galea et al.,

2011), we tested the effects of M1 anodal stimulation on both short-term retention

(via blocks of error-clamp trials during the training blocks), and long-term retention

(at 24 hours following completion of training).

3.2 Materials and Methods

Fifty healthy self-reported right-handed volunteers (21 females; mean age ± STD of

24 ± 4.7 years, range 18-38 years) with no known neurological or psychiatric

disorders participated in our study. All participants were naïve to the purpose of

the experiment and gave written informed consent. The study was approved by the
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Johns Hopkins School of Medicine Institutional Review Board. Participants were

screened prior to enrollment in the study to ensure that they did not have

conditions that would exclude them from a brain stimulation study (cardiac

pacemakers, history of seizure, or aneurysm clips). Participants were also screened

to ensure that they were not taking any neurological drugs.

3.2.1 Experiment 1: cerebellar stimulation

We recruited n = 37 participants for this experiment. They were divided into three

groups: sham (n = 12), anodal cerebellar (n = 15), and cathodal cerebellar (n = 10)

stimulation. During analysis of the data we noted that one participant in the

cerebellar cathodal group exhibited large errors during field trials and failed to

compensate for the forces over the course of the experiment. Although it is possible

that this is related to the stimulation (as we will see, cathodal stimulation impaired

the ability to learn), to err on the side of caution, the data from this participant

were not included in our report.

tDCS (2mA, 25 minutes) was delivered by a Phoresor II device (model

PM850, IOMED) through two 5x5 cm saline-soaked sponge electrodes (Ferrucci

et al., 2008; Galea et al., 2011; 2009) The current density was approximately 0.08

mA/cm2. For the anodal tDCS group, the anode was centered on the right

cerebellar cortex, 3 cm lateral to the inion (Galea et al., 2009; Ugawa et al., 1995)

with the cathode positioned on the right buccinator muscle (i.e. on the

cheek) (Galea et al., 2009; 2011). For the cathodal group the electrode polarity was

reversed such that the cathode was placed over the right cerebellar cortex. The

procedures for the sham group were identical to the other groups. Anode and

cathode positions were counterbalanced between cerebellum and buccinators. The

current was increased over a period of 30 sec and then decreased back to zero. With

this procedure, participants are unable to reliably distinguish real from sham
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stimulation (Gandiga et al., 2006; Kaski et al., 2012).

Both the experimenter and the participant were blind to the type of

stimulation, as a third person uninvolved in the experiment controlled the tDCS

settings. As illustrated in Fig. 3.1A, stimulation began with block n2 and concluded

with block g2, lasting no more than 25 minutes. Brain stimulation was applied on

Day 1 only. On Day 2, all participants performed block b1. Additionally, block b2

was performed by a subset of participants: n = 12/12 anodal cerebellar, n = 10/12

sham, and n = 8/10 cathodal.

3.2.2 Experiment 2: motor cortex stimulation

To determine whether the effects observed with anodal stimulation of the

cerebellum were unique to this structure, or could also be elicited via anodal

stimulation of the motor cortex, n = 14 additional participants were recruited. They

performed the identical experiment during anodal tDCS of left M1 (2mA, 25 min.,

5x5 cm electrodes, induced current density of 0.08 mA/cm2). The anode was

positioned on the scalp overlying the ’motor hotspot’ of the right first dorsal

interosseus (FDI) muscle, that is, the optimal position at which a consistent motor

evoked potential, as recorded via EMG, could be elicited using minimal intensity

transcranial magnetic stimulation (70mm coil coupled with a Magstim 200). We

used FDI (rather than biceps) muscle to localize M1, primarily because it is more

easily activated via TMS. The size of the tDCS electrode (25cm2) makes it likely

that coverage included both muscle representations. The other electrode was

positioned on the skin overlying the contralateral supraorbital region.

3.2.3 Behavioral procedures

All volunteers participated in a standard force field task (Shadmehr and

Mussa-Ivaldi, 1994). Using the right hand, each participant held the handle of a
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Figure 3.1: Experiment protocol and effects of stimulation on feedback control.
A. Volunteers were instructed to hold the handle of a manipulandum and reach to
one of two targets that appeared at 10cm. After a period of null field training (no
perturbation, blocks n1 and n2), a clockwise curl force field was introduced. During
training, short blocks of field trials were followed by short blocks of error-clamp trials
(blocks a1-a11). Blocks g1 and g2 refer to trials in which generalization of learning
was assayed at nearby targets. Block r1 provided relearning after block g1. The right
cerebellum or the left motor cortex was stimulated during Day 1. Retention was
assessed on Day 2 by means of a block of error-clamp trials (b1) followed by a block
of re-exposure to the field (b2). Dashed lines are set breaks (around 1min). B. Hand
velocity parallel to the direction of target during stimulation of the right cerebellum
or the left motor cortex, first 10 trials of block a1. C. Hand velocity perpendicular
to the direction of target, first 10 trials of block a1. Cathodal stimulation of the
cerebellum slowed the error-feedback response, indicated by the later time at which
the perpendicular velocity trace crosses zero. Trajectories during anodal stimulation
of the motor cortex or cerebellum were indistinguishable from the sham group. Data
are mean ± SEM.
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manipulandum and made center-out movements to a target (1cm diameter,

Fig. 3.1). The reach was perturbed by a velocity dependent clockwise curl force field

that pushed the hand perpendicular to the direction of motion: where is force on

the hand, N.s/m, and is hand velocity. In the starting posture, the hand was

positioned such that the shoulder and elbow were at 45◦ and 90◦ respectively

(Fig. 3.1A). Participants were unable to see their hand, which was occluded by an

opaque horizontal screen. Instead, visual feedback regarding hand position was

provided by a cursor (0.5cm diameter) that was continuously projected onto the

horizontal screen.

On each trial (except generalization trials, see below), one of the two targets

appeared on the screen (pseudo-randomized with equal probability). Targets 1 (T1)

and 2 (T2) were positioned at 10 cm at 135◦ and 315◦ (Fig. 3.1). The trial was

successful if the hand arrived at the target within 400-500ms after movement onset,

with success indicated by an ‘explosion’ of the target (an animation). Feedback

regarding movements that were too fast or too slow was indicated via changes in

target color. After completion of the trial, the robot brought the hand back to the

start position. Participants were instructed to maximize the number of successful

trials. In some trials, an ‘error-clamp’ was applied (Scheidt et al., 2001). In these

trials, the force field was turned off. Normally, removal of the field produces an

after-effect. However, in error-clamp trials the hand path was constrained to a

straight line to the target via stiff walls (spring coefficient 2000 N/m, damping

coefficient 25 N.s/m). The stiff walls allowed us to measure the forces that the

participant produced, serving as a proxy for the motor output that the brain

generated in order to compensate for the force field expected from the robot.

The experiment was conducted over two consecutive days (Fig. 3.1A). On

Day 1, the session began with two blocks of training in the null field without brain

stimulation. Block n1 consisted of 192 trials to targets T1 and T2, including 48
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interspersed error-clamp trials. Block g1 consisted of 142 trials to targets at ±45◦,

±90◦, 112.5◦, ±135◦, 157.5◦, 180◦, and 225◦. Brain stimulation was started at the

onset of block n2. This was followed by another block of null field training (59

trials, including 15 error-clamp) to targets T1 and T2 (block n2). Participants then

experienced alternating field and error-clamp blocks (labeled a1-a11). As illustrated

in Fig. 3.1A, each of these blocks consisted of 21 field trials with 3 randomly

inserted error-clamp, followed by 30 trials of error-clamp. Block a11 consisted of 24

field trials (including 5 error-clamp).

During blocks a1-a11, participants alternated between short blocks of field

and error-clamp trials. This enabled measurement of two distinct properties of

learning: 1) in field trials we assayed error-dependent learning by quantifying how

the motor output changed from one trial to the next as a function of error, and 2) in

error-clamp trials we assayed the stability of the developing memory by quantifying

how the motor output decayed within blocks in the absence of error (Smith et al.,

2006; Criscimagna-Hemminger et al., 2010).

Training on Day 1 concluded with 72 generalization trials (block g2,

including 36 error-clamp) in which we quantified motor output to locations near the

trained targets. The generalization targets were at ±22.5, ±45, and ±90 degrees

with respect to the training target T1. The reaches to the generalization targets

were always in error-clamp. The generalization block consisted of cycles in which

there was one movement to T1, followed by error-clamp movements to successive

generalization targets chosen randomly so that every cycle included one of each of

the target positions. Following the generalization trials, we concluded Day 1

training with 24 trials in a re-learning block to targets T1 and T2 (block r1,

including 5 error-clamp). At the end of Day 1 participants ranked their level of

attention (1: least attentive, 7: most attentive), fatigue (1: least fatigued, 7: most

fatigued), and perceived head discomfort (1: no discomfort, 7: extreme
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discomfort/pain) using a visual scale. Retention of the motor memory was assessed

on Day 2 by means of an error-clamp block (b1, 90 trials), followed by re-exposure

to the field (b2, 63 trials, including 9 error-clamp). Stimulation was not applied on

Day 2. All procedures were identical to between the two experiments, with the

exception that on Day 2, all M1 participants were tested in block b1, but not b2.

3.2.4 Data collection and statistical analysis

A force transducer measured the forces applied by the participant at the robot

handle and optical encoders measured position of the robot. The sensors and

transducers were sampled at a rate of 200 Hz. Movement onset was defined as the

time when the reach exceeded 10% of the maximum velocity in the direction of the

target. Data from aborted trials, trials in which participants moved in the wrong

direction (exceeding 0.02 m from a line connecting the starting position and the

target), and trials in which hand velocity did not exceed 0.08 m/s were excluded (<

4% of all trials). Using these criteria, the following percentage of trials was removed

prior to analysis: 3.8% (cerebellar anodal), 4.7% (cerebellar cathodal), 3.7% (M1

anodal) and 3.7% (sham). All other trials were included in the analysis. For each

participant, the force profile measured during error-clamp trials in baseline block n2

was subtracted from error-clamp trials during adaptation. To quantify how well the

forces that participants produced matched the perturbation forces, we computed a

force index: the force f(t) produced by the participant in an error-clamp trial was

compared to the ideal force f ∗(t) = Bẋ (field strength times the hand velocity) by

finding the coefficient that minimized the following:

 T

t=0
(af ∗(t) − f(t))2 (3.1)
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In Eq. 3.1, T is time at end of the reach. We will refer to the a that minimizes

Eq. 3.1 as the force index.

Statistical analyses were performed using R (R-project, Vienna, Austria).

Motor adaptation studies often show changes in the across-participant variance of

the learned parameter as the experiment progresses. This implies that the

covariance between two pairs of samples changes over the course of the experiment,

violating the compound symmetry assumption of repeated measures ANOVA.

Therefore, we used the generalized linear model (GLM) feature of R (gls) to test for

fixed effects of block, stimulation type, and block by stimulation interactions Laird

and Ware, 1982. We constructed three models with different covariance structures,

including compound symmetry, similar to the statistical model used for repeated

measures ANOVA, autoregressive, and unstructured correlations. We compared the

fit of these models using Akaike’s information criteria (Akaike, 1998) and noted that

an autoregressive structure provided the best fit in all tested cases. This

autoregressive correlation structure assumed that consecutive measurements had a

correlation given by the product of the measured variance and the discounting

parameter, r, where r ≈ 1. Therefore, the correlation between any two within

participant measurements decreased as the temporal distance between the

measurements increased:

S =



s2 s2r · · · s2rn

s2r s2 · · · s2rn−1

... ... . . . ...

s2rn s2rn−1 · · · s2


. (3.2)

This approach is in contrast to standard repeated measures ANOVA, which assumes

that the correlation between any two measurements is constant. In addition, use of

a GLM accounts for unbalanced designs, in which the number of subjects per group
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is not equal (an unbalanced design may violate the assumption of orthogonal

interaction effects when using a repeated measure ANOVA). All estimation was

performed by the linear mixed-effects procedure built into R. In cases where we used

a GLM, we represented each participant’s response as a single point per block,

typically by using the mean value of the outcome variable for each participant

within a block. Estimates of the unknown parameters were found using maximum

likelihood. We report the adjusted type III error in all cases, which accounts for an

unequal number of observations between groups.

When possible, we included the data from Experiment 2 (M1 stimulation) in

the statistical tests for Experiment 1 (cerebellar stimulation). Using a single GLM

to test for the effect of tDCS across the cerebellum and cortex reduced the total

number of statistical tests, thereby reducing spurious multiple comparison effects.

In cases where we found a significant main effect of stimulation, or

stimulation by block interaction, we performed post hoc tests on the simple effect of

stimulation to determine which groups were significantly different from sham. To

guard against false positives that can arise from multiple comparisons, we used

Dunnett’s t-test for this post hoc comparison. Dunnett’s t-test is a multiple

comparison corrected approach that is used when a single control group (the sham

group) is compared to other groups. All figures show mean ± SEM, unless

otherwise specified.

3.3 Results

In our experiment, short blocks of field trials alternated with short blocks of

error-clamp trials (Fig. 3.1A). The two day experiment enabled us to measure three

separate components of learning: 1) in field trials of Day 1 we assayed

error-dependent learning by quantifying how the motor output improved from one
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trial to the next, 2) in error-clamp trials of Day 1 we assayed the stability of the

developing memory by quantifying how the motor output decayed within blocks in

the absence of error, and 3) in error-clamp trials of Day 2 we assayed how much of

the acquired memory was retained over a 24 hour period. Our principal question

was with regard to effects of stimulation of the cerebellum and the motor cortex on

these three components.

Our study included four stimulation groups: sham, anodal cerebellar,

cathodal cerebellar and anodal M1. Because the same protocol was used for all

groups, a single statistical model (GLM) assessed effects across all stimulation

groups. However, for clarity of presentation we first report the effects of cerebellar

stimulation on a particular set of variables, and then present effects of M1

stimulation on the same set of variables. After completion of the adaptation blocks

on Day 1, subjects ranked their level of attention, fatigue, and perceived head

discomfort using a visual scale. Self-reported ratings of attention, fatigue, and

perceived pain did not differ with stimulation (all p > 0.05).

3.3.1 Effects of tDCS in the null field

To test whether brain stimulation affected basic characteristics of movement such as

reaction time and peak velocity, we compared performance in a null field condition

in which there was no stimulation (block n1, last 50 trials), to a null field condition

with stimulation (block n2). We analyzed peak velocity of the reaching movements

for each group (sham, anodal cerebellar, cathodal cerebellar, and anodal M1) and

found there was no effect of stimulation type (F (3, 46) = 0.29, p > 0.8) nor a tDCS

by block interaction (F (3, 46) = 2.4, p > 0.05). We considered other kinematic

measures such as perpendicular displacement or velocity at various times into the

movement (100ms and 200ms) and found no significant effect of stimulation type,

nor any interaction.
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3.3.2 Effects of tDCS on reaction time

We quantified reaction times during the null field and force field parts of the

experiment. To check whether the stimulation itself produced a change in reaction

times, we compared reaction times before stimulation (block n1) to reaction times

during stimulation (block n2). We performed a GLM with factors of group, block,

and a group by block interaction. We found a main effect of group (F (3, 46) = 2.7,

p < 0.05), but no group by block interaction. Post hoc tests indicated that the sham

group in general reached with slightly shorter reaction times (around 20ms, the

effect reached significance in comparison of sham vesus cerebellar anodal). However

this difference in reaction times was not due to the onset of the stimulation, as it

was present even before stimulation onset. Therefore, for unknown reasons the sham

group reached with slightly shorter reaction times than other groups.

We quantified the reaction time in the early and late phases of training (first

5 and last 5 blocks). In the early phase of training we found that all stimulation

groups had longer reaction times than sham (group effect F (3, 46) = 5.86,

p = 0.0007; post hoc testing revealed a significant difference between all stimulation

groups and sham, p < 0.001 in each case). However, by the late phase of training

this difference had disappeared (no group effect F (3, 46) = 1.8, p = 0.14, no effect of

block, F (5, 230) = 1.8, p = 0.12, and no group by block interactions,

F (15, 230) = 1.2, p = 0.30). Finally, we checked to see if there was a difference in

reaction times between the various groups that received stimulation. We found no

effect of stimulation type (F (2, 35) = 0.82, p > 0.4), and no stimulation type by

block interaction (F (18, 315) = 0.93, p > 0.5). That is, stimulation modality did not

alter reaction time. In summary, there were no significant differences in reaction

times between the various tDCS groups. However, the reaction times throughout

the experiment were shorter (by about 20ms) for the sham group than other groups.
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This was not because of brain stimulation, as the differences existed even in the first

null block in which there was no stimulation. The differences in reaction time

between the tDCS and sham groups disappeared by late phase of training (last 5

blocks, a5-a10), during which all groups exhibited comparable reaction times.

Effect of cerebellar stimulation on feedback control It has been hypothesized

that the motor response to error during a movement can act as a teaching signal,

driving corrective changes in the motor commands generated in the subsequent

movement (Kawato, 1996). To test whether cerebellar stimulation affected the

motor response to error during the reach, we assessed the effect of tDCS on hand

velocity perpendicular to the direction of target. We focused our analysis on the

first 10 trials of block a1, that is, during the earliest period of exposure to the field,

before significant learning had occurred.

Hand velocities parallel and perpendicular to the target were computed

separately for every trial and every participant, and then averaged across the first

10 trials (shown in Fig. 3.1B and Fig. 3.1C). Parallel velocity appeared

indistinguishable between the groups (Fig. 3.1B). Analysis of the peak parallel

velocity confirmed that there was no effect of stimulation in the parallel direction

(one-way ANOVA, main effect of tDCS, F (3, 46) = 1.9, p > 0.1). Furthermore, the

magnitude of the peak perpendicular velocity, which is a proxy for the early motor

response to the perturbation, was not affected by stimulation (one-way ANOVA,

main effect of tDCS, F (3, 46) = 0.45, p > 0.7). However, a closer examination of the

perpendicular velocity trace suggested that the feedback response to the

perturbation appeared to be delayed in the cathodal cerebellar group, separating

from the other groups approximately 350ms into the movement (Fig. 3.1C). To

quantify this potential delay in the feedback response, we considered the time at

which the perpendicular velocity crossed zero. This quantity represents the time at

which participants had compensated for the cumulative effects of the field, hence
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allowing us to assess the time within a trial when participants in each tDCS

condition compensated for the field. For the cathodal cerebellar group this time was

later than for the sham and anodal cerebellar groups (one-way ANOVA, main effect

of tDCS, F (3, 46) = 3.4, p < 0.05; post-hoc Dunnett’s t-test, cathodal versus sham,

p < 0.05). By contrast, anodal M1 stimulation had no discernible effects on the

ability to respond to sensory feedback: the time when the perpendicular velocity

crossed zero was not significantly different between anodal cerebellar stimulation,

anodal M1 stimulation and the sham group (peak perpendicular velocity: no main

effect of tDCS; zero crossing: post-hoc test, M1 versus sham, p > 0.1).

In summary, we found that cathodal cerebellar stimulation impaired the

ability of participants to respond to error feedback during the reach. This delay was

not due to a general slowness in visual processing, as reaction times were

comparable between various groups that received tDCS.

3.3.3 Effect of cerebellar stimulation on learning from error

To quantify learning from error, we focused on reach kinematics in field trials.

Fig. 3.2A shows average reach trajectories in representative blocks of the experiment

for the cerebellar tDCS groups. In the null block (n2) the trajectories appeared

indistinguishable. When the perturbation was introduced (block a1), the hand was

displaced from its nominal trajectory, and with training the trajectories converged

to an ‘S’ shaped path that over-compensated for the perturbation early in the

movement and under-compensated late in the movement. In healthy individuals,

over-compensation is a characteristic of learning in curl force fields (Thoroughman

and Shadmehr, 2000; Izawa et al., 2008). However, this characteristic of force field

learning is reduced or missing in people with cerebellar

damage (Criscimagna-Hemminger et al., 2010). Here, we found that anodal

cerebellar stimulation enhanced over-compensation, whereas cathodal stimulation
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reduced it (Fig. 3.2A). This is further illustrated in the perpendicular velocity

traces, as shown in Fig. 3.2B. In the early adaptation block (a1), at the onset of the

movement the perpendicular velocity was in the positive direction, reflecting the

effect of the perturbation. However, with further training (blocks a6 and a10) the

perpendicular velocity progressively shifted in the negative direction, reflecting

over-compensation. Over-compensation was evident by block a6 in the anodal

condition, but appeared to develop more slowly in the cathodal condition.

To quantify these patterns, we focused on a measure early in the movement,

hand velocity perpendicular to the direction of the target at 100ms after reach

onset, and a measure relatively late in the movement, maximum perpendicular

displacement. Analysis of other trajectory measures (e.g. perpendicular

displacement at 50ms or 200ms) confirmed the same pattern of results.

We first considered a measure early in the movement (100ms) (Fig. 3.2C). In

block a1, the groups showed comparable performance. There was no significant

difference between the mean perpendicular velocity at 100ms in block a1 (one-way

ANOVA, main-effect of tDCS, F (3, 46) = 0.2, p > 0.8). However, as training

progressed, performance of the three groups diverged. In particular,

over-compensation emerged fastest in the anodal group and slowest in the cathodal

group (when the data values fall below zero, the motor commands exhibited

over-compensation). A GLM with factors of block (a1 to a11) and tDCS found a

main effect of stimulation type (F (3, 46) = 2.8, p < 0.04) and block

(F (10, 460) = 23.1, p < 10−3). Post hoc comparisons indicated that the cathodal

cerebellar group exhibited slower learning, resulting in an increase in the overall

perpendicular velocity compared to the sham group (Dunnett’s t-test, p < 0.01). In

contrast, the anodal group showed faster learning compared to sham (Dunnett’s

t-test, p < 0.05). We next considered a measure that focused on the late part of the

movement (peak displacement from a straight line). Fig. 3.2D plots maximum
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Figure 3.2: Reach kinematics and measures of error-dependent learning during cere-
bellar (left column) and motor cortex (right column) stimulation. A. Hand paths
during cerebellar stimulation. The reach starts at the bottom and ends at the top.
Figures show across participants mean ± SEM of hand position for each tDCS group
during blocks of training labeled at top of the figure. With training, both the anodal
and sham tDCS groups exhibited ‘over-compensation’ early in the reach; this effect
appeared larger in the anodal group and smaller in the cathodal group. B. Hand ve-
locity (cm/s) perpendicular to the direction of target. Over-compensation gradually
emerges across blocks, as reflected in the negative hand velocities in the early period
after movement onset (0 - 100ms). C. Perpendicular velocity at 100ms after reach
onset during selected blocks of training. Positive values represent clockwise deviation
of the hand, and negative values represent over-compensation. D. Maximum dis-
placement of the hand perpendicular to the direction of the target. E-H. The same
as parts A-D, but for anodal stimulation of the motor cortex.
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displacement caused by the perturbation, averaged for each block. The maximum

displacement curves of the cerebellar anodal and sham groups appeared

indistinguishable, whereas the cathodal group exhibited larger maximum

displacement, indicating reduced compensation for the force field. GLM analysis

identified a significant main effect of tDCS (F (3, 46) = 2.6, p = 0.05) and block

(F (10, 460) = 28.9, p < 10−3), and post-hoc analysis confirmed that the cathodal

group exhibited significantly larger maximum displacement than the sham group

(Dunnett’s t-test, p < 0.001) whereas the anodal group showed no significant

difference compared to sham (Dunnett’s t-test, p > 0.9). This reduced

compensation in the cathodal group relative to sham may be due to

stimulation-induced impairments in learning, or due to impairment of the feedback

response reported earlier.

In summary, kinematic measures during training illustrated that anodal

cerebellar stimulation increased the learning rate, whereas cathodal stimulation

reduced this rate.

3.3.4 Robustness of statistical results

We had n = 9 subjects in the cerebellar cathodal group and a larger number of

subjects in the sham and cerebellar anodal groups. To what extent could this

imbalance in the study population size have affected our conclusion regarding

impairment of learning in the cerebellar cathodal group?

In both GLM and standard one-way ANOVA, the smaller number of subjects

in a group increases in the estimate of the between-subject variability. Therefore,

the cathodal group is at a statistical disadvantage in terms of the likelihood of

finding significant results when it is compared to other groups. Despite this, we

found that the altered rate of learning during cathodal cerebellar stimulation was

the strongest effect in the dataset, showing the highest levels of significance (even
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compared to anodal cerebellar (n = 15) versus sham (n = 12)).

A reasonable way to deal with unequal sample size is to use an autoregressive

structure of the GLM in which each group has a different variance value (diagonal

elements on the variance-covariance matrix). This ensures that when performing

post-hoc contrasts, smaller groups, with measured higher variance values, are at a

statistical disadvantage. Despite using this conservative approach, we found

consistent effects of cerebellar cathodal stimulation.

To directly test the robustness of our inference we performed a bootstrap

analysis in which we randomly sampled n = 9 subjects from the sham group

(without replacement). For each of 100 iterations, we performed a GLM and a

post-hoc comparison between the resampled sham (n = 9) and cerebellar cathodal

groups (n = 9) using the metric of perpendicular displacement at 100ms. We found

that the mean p-value for this corrected comparison was 0.013 ± 0.018 (mean ±

SD), indicating that the cathodal group learned significantly slower than sham, even

when the group sizes were equalized.

3.3.5 Effects of motor cortex stimulation on learning from

error

Were the changes in rates of learning specific to the stimulation of the cerebellum?

Fig. 3.2E and Fig. 3.2F display reach trajectories and perpendicular velocities for

anodal M1 and sham groups during various stages of training. Anodal M1

stimulation did not appear to induce significant changes in reach kinematics. For

example, the over-compensation early in the reach and the ‘S’ shape of the hand

path appeared unaffected by M1 stimulation. These patterns were quantified via

perpendicular velocity at 100ms (Fig. 3.2G) and maximum perpendicular velocity

(Fig. 3.2H). Following a GLM analysis (reported in the cerebellar section above), a

post-hoc comparison did not find a significant difference between M1 and sham
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groups (Dunnett’s t-test, 100ms: p > 0.9, max displacement: p > 0.1).

In summary, we observed an increased rate of learning when the cerebellum

received anodal stimulation, but not when anodal stimulation was applied to the

motor cortex.

3.3.6 Effects of cerebellar stimulation on stability of the mo-

tor memory

To assess stability of the acquired motor memory, we focused on the force patterns

that the participants produced in error-clamp trials. Fig. 3.3A shows examples of

these forces. In general, cerebellar stimulation did not alter the shape of the force

profiles. Rather, participants who received cathodal cerebellar stimulation tended to

produce smaller forces. We quantified force traces in error-clamp trials by

comparing them to the ideal force, as defined in Eq. 3.1, and computed a force index

(reflecting the fraction of compensation). This measure is shown in Fig. 3.3B. Two

features stand out: 1) block after block, the force index increases, compensating for

a greater amount of the perturbation, and 2) within each error-clamp block the

force index decreases, reflecting decay of motor output and de-instantiation of the

motor memory in the absence of error (Vaswani and Shadmehr, 2013).

To quantify the between-block change in the force index, independent of the

within-block decay, we focused on the first five trials of each block. For each

participant we computed the average force index across these five trials in each

block. A GLM revealed a significant main effect of block (F (9, 414) = 10.0,

p < 10−3) as well as a significant effect of tDCS (F (3, 46) = 6.2, p < 0.001). A

post-hoc test revealed that the cathodal cerebellar group produced significantly

smaller forces in error-clamp trials compared to sham (Dunnett’s t-test, p < 0.001)

(Fig. 3.3B). Reach kinematics had shown that anodal stimulation of the cerebellum

led to a larger amount of over-compensation than cathodal or sham stimulation
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Figure 3.3: Force in error-clamp blocks and measures of decay in motor output during
cerebellar or motor cortex stimulation. A. Force in error-clamp trials in various blocks
as a percentage of ideal force in the cerebellar stimulation group. The ideal force was
computed at time of peak velocity during the reach by multiplying velocity by field
strength. B. Force index (Eq. 3.1, a unitless variable) as computed in error-clamp
blocks. Data were smoothed using a sliding window with a bin width of 5 trials.
C. In error-clamp blocks forces decay. However, with training the memory becomes
resistant to decay. Forces were normalized to the first trial of the error-clamp block.
The traces represent data from blocks a1 and a10. Data were smoothed using a
sliding window with a bin width of 5 trials. D. Decay per trial in each block was
estimated by fitting a line to the data shown in part B. The slope of the regression
line represents the rate of change in units of percent force index per trial. E-H. The
same as parts A-D but for anodal stimulation of the motor cortex. Data are mean ±
SEM.
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(Fig. 3.2C). However, the force measurements in error-clamp trials did not suggest a

difference between the anodal and the sham groups (Dunnett’s t-test, p > 0.4, and

as shown in Fig. 3.3B). We hypothesized that the reason for this may be that our

force measure (force index) had quantified the entire trajectory, rather than focusing

on the early component of the movement (when over-compensation occurs).

Therefore, we performed further analysis of the force, but now focused on movement

onset. We defined movement onset as the time when the reach exceeded 10% of

maximum velocity in the direction of the target. This corresponds to time zero on

the force traces shown in Fig. 3.3A. Focusing on force at movement onset, and for

the first five trials of each error-clamp block, GLM showed a significant main effect

of block (F (9, 414) = 3.2, p < 10−3) and a significant main effect of stimulation type

(F (3, 46) = 5.4, p < 0.01). Post-hoc tests revealed that the anodal group produced

significantly larger forces compared to sham (Dunnett’s one-sided test, p < 0.05)

but the cathodal group continued to produce significantly smaller forces than sham

(Dunnett’s one-sided test, p < 0.001). In summary, force measurements early in the

reach at start of error-clamp blocks confirmed kinematic measurements in field

trials, demonstrating increased learning with anodal cerebellar stimulation and

decreased learning with cathodal cerebellar stimulation. A critical question was

whether cerebellar stimulation affected the force decay patterns in error-clamp

trials. To assess the within error-clamp block change in the force index, we

computed the rate at which this index decayed. For example, in a1 the force index

was around 0.55 at the start of the error-clamp block (Fig. 3.3B). This implies that

in block a1, in the field trials that had preceded the start of the error-clamp block,

participants learned about 55% of the ideal force. As the error-clamp block in a1

ended the forces had decayed to approximately 20%. Therefore, the small number of

field trials in a1 produced a great deal of learning (55% of force was learned), but

the resulting memory exhibited decay in the absence of error (loss of around 63%).
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In a10 the force index was around 0.85 at start of the error-clamp block and

decayed to around 0.55 by the end of the block, exhibiting about 35% loss. A useful

way to visualize these patterns is to normalize the force measure with respect to the

first trial of each error-clamp block, illustrated in Fig. 3.3C. At the start of training

the memory could be described as ‘fast,’ exhibiting rapid decay (Smith et al., 2006).

With training, the memory decayed less in the error-clamp block, becoming ‘slow’.

To quantify the decay patterns we fitted the data in Fig. 3.3B to a single line

for each block and each participant and measured the slope of that line. The results

are shown in Fig. 3.3D, represented as percent decay per trial. GLM analysis

revealed a significant main effect of block (F (9, 411) = 6.9, p < 0.001), but no

significant effect of tDCS (F (3, 46) = 1.6, p > 0.1), and no interactions

(F (27, 411) = 0.8, p > 0.7). Therefore, cerebellar stimulation did not significantly

alter the rate of decay in error-clamp blocks. Similar results were obtained with

other measures of performance, such as force at peak velocity.

In summary, analysis of forces in error-clamp trials demonstrated that

cathodal cerebellar stimulation slowed the rate at which the brain learned to predict

and compensate for the perturbation. In blocks of error-clamp trials, these forces

decayed. Early in training the decay per trial was large, but with further training

decay per trial became smaller, suggesting that with training the memory gained

stability. Cerebellar stimulation did not significantly alter these decay patterns.

Therefore, cerebellar stimulation affected the rate of learning, but not the rate of

decay of the resulting memory as assayed in error-clamp trials.

3.3.7 Effects of motor cortex stimulation on stability of the

motor memory

Fig. 3.3E displays the force traces produced by the group that received anodal

stimulation of the motor cortex, and Fig. 3.3F summarizes these results using the
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force index. To quantify the between-block change in the force index, independent

of the within-block decay, we focused on the first five trials of each block. For each

participant we computed the average force index across these five trials in each

block. As reported in the above results, a GLM had revealed a significant effect of

block, and significant effect of tDCS. However, a post-hoc test revealed no

significant effects of anodal M1 stimulation (Dunnett’s t-test, p > 0.1). Fig. 3.3G

and Fig. 3.3H display the decay properties of the force index, demonstrating that

with training the decay rates were reduced (statistics reported above). Nevertheless,

anodal M1 stimulation did not produce any significant changes in these decay

patterns (as demonstrated by the lack of stimulation effect in the GLM, reported

above). Therefore, in contrast to what was observed in a visuomotor rotation

experiment (Galea et al., 2011), in this force field task anodal M1 stimulation did

not alter the rate of decay of the motor memory in the absence of error.

3.3.8 Effect of stimulation on generalization

After completion of block a11, participants were tested in a generalization block

(g2), to assess transfer of performance from trained targets to nearby untrained

targets. Reaches to the generalization targets were in error-clamp. A fraction of the

reaches to the trained targets were in field trials (to prevent decay of the motor

output), and the remaining reaches were in error-clamp trials (to assess the force

index). The force index for the generalization trials was expressed as a fraction of

the average index for the two trained targets (Fig. 3.4A). Generalization was tested

using a compound-symmetric GLM with factors of direction and tDCS group.

There was a significant effect of direction (F (6, 272) = 10.5, p < 0.001), reflecting

transfer of training to untrained target locations, but no effect of tDCS

(F (3, 46) = 0.3, p > 0.8) and no interaction effect (F (18, 272) = 1.2, p > 0.2).

Therefore, stimulation of the motor cortex or the cerebellum did not significantly
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alter generalization patterns.

3.3.9 Effect of stimulation on over-night retention

Training on Day 1 ended with a final block of field trials (r1), which significantly

improved performance with respect to block a11 (Fig. 3.2D, perpendicular velocity

at 100ms, main effect of block F (1, 46) = 21.9, p < 0.001, with no effects of tDCS,

and no interaction). Subsequently, participants left the experiment room and

returned a day later. Testing on Day 2 began with a block of error-clamp trials

(block b1), which precluded re-exposure to the previously trained force field. As

before, we quantified the forces that subjects produced on each error-clamp trial of

Day 2 using a force index, and the results are plotted in Fig. ??B and Fig. ??C. A

one-way ANOVA on the force index averaged across block b1 revealed a significant

effect of stimulation type (F (3, 46) = 3.1, p < 0.05). Post-hoc tests revealed a

significant difference between the cathodal and sham groups only (Dunnett’s t-test,

p < 0.05). Therefore, participants who had received cerebellar cathodal stimulation

on Day 1 produced smaller forces on Day 2.

However, learning on Day 1 in the cerebellar cathodal group had been

impaired by tDCS. Indeed, the cathodal cerebellar participants did not attain the

same level of task performance as the other groups. Hence, between-group

differences on Day 2 do not simply reflect differences in retention. To address this

issue, we used an approach based on previous work. Joiner and Smith (2008) trained

groups of volunteers in a force field task for various durations, yielding different

levels of task performance. They then tested each group on Day 2 in error-clamp

trials. The authors found that final performance on Day 1 was not a good predictor

of forces exerted on Day 2. Rather, a specific component of performance on Day 1

was a good predictor of Day 2: the component attributed to ’the slow process’, that

which in the absence of error shows little decay. The authors showed that, despite
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Figure 3.4: Effects of tDCS on generalization and retention. A. Generalization was
assayed at end of training in Day 1 (block g2). Force index for each participant at
the various probe targets was normalized to each participant’s own force index in the
trained targets (direction 0). The arrow indicates direction of probe target and the
gray line indicates direction of trained target. Data are mean ± SEM. B. Retention
at 24 hours following completion of training. Force index at the end of training on
Day 1 (block r1), and during testing on Day 2 (block b1) for cerebellar stimulation.
The data in block b1 were smoothed with a sliding window using a bin width of 5
trials. C. The same as in part B, but for anodal stimulation of the motor cortex. D.
Overnight retention, measured as average force index in block b1 as a percentage of
force index in the last 10 trials of block a10. ∗ indicates p < 0.05. E. Hand paths in
block b2. Data are mean ± SEM.
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different final levels of task performance on Day 1, the amount of force participants

produced on Day 2 was a constant fraction of this slow-process component of the

forces produced on Day 1. In our experiment, the error-clamp blocks on Day 1 were

30 trials in duration, long enough to be dominated by the slow process, as the fast

process has a time constant in which forces decay by 95% by the 8th trial (Smith

et al., 2006). Therefore, to compute retention, we averaged the force index during

the final two error-clamp blocks on Day 1 (blocks a9 and a10), and then compared

this for each participant to the average force index during the error-clamp block on

Day 2 (block b1). The results are plotted in Fig. 3.4D. ANOVA indicated a

significant effect of stimulation type (F (3, 46) = 3.19, p < 0.05), and a post-hoc test

revealed impaired retention in the cathodal group (Dunnett’s t-test, p < 0.05).

Following the error-clamp block b1, re-learning was assessed in a block of

field trials (block b2 was examined in a subset of participants from each cerebellar

tDCS group, n = 12/12 anodal cerebellar, n = 10/12 sham, and n = 8/10 cathodal).

Fig. 3.4E shows hand trajectories during block b2. All groups exhibited faster

re-learning (i.e., ‘savings’), showing a maximum perpendicular displacement in the

first 10 trials of b2 that was within 95% of the final value of block r1 in the previous

day. In addition, the anodal group exhibit greater over-compensation than the

cathodal group (one-way ANOVA on the perpendicular velocity at 100ms identified

a main effect of stimulation type, F (2, 28) = 3.7, p < 0.05, and Dunnett’s post-hoc

t-test showed significantly larger over-compensation in the anodal versus sham

groups, p < 0.05).

In summary, we found that retention, as measured by the ratio of force

produced in error-clamp trials on Day 2 with respect to end of Day 1, was impaired

in the cerebellar cathodal group, but unaffected by anodal M1 or anodal cerebellar

stimulation.
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3.4 Discussion

We performed a two day experiment to measure effects of non-invasive brain

stimulation on the ability to learn to reach in a force field. We found that increasing

the excitability of the cerebellum via anodal tDCS increased the rate of learning,

while decreasing cerebellar excitability via cathodal tDCS impaired the ability to

respond to sensory feedback and decreased the rate of learning. On Day 1, training

resulted in a motor output that decayed in the absence of error. This decay was fast

in the early part of training, but with further training the decay slowed, suggesting

that with training the motor memory gained stability. Stimulation of the cerebellum

or the motor cortex did not alter these decay patterns. On Day 2, when re-exposed

to the same learning context, participants reproduced some of the motor commands

that they had learned the previous day. Participants who had acquired the task

while receiving cathodal cerebellar stimulation exhibited impaired retention,

whereas anodal stimulation of the motor cortex or the cerebellum did not alter

overnight retention.

3.4.1 Feedback control

When the nervous system detects an error during a reach, motor commands that

correct the error and bring the hand to the target originate in the spinal cord, the

motor cortex, and the cerebellum. If the cerebellar deep nuclei are cooled, the early

component of the error-feedback response (associated with a response in the agonist

muscle) is generally unaltered, but the later component (associated with a response

in the antagonist muscle) is delayed (Vilis and Hore, 1980). Here, we observed that

cathodal cerebellar stimulation reduced the feedback gain of the arm, resulting in

motor commands that were slower than normal in correcting for the perturbation.

How might cathodal stimulation of the cerebellum affect the error-feedback
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response? Results from TMS experiments (Ugawa et al., 1995) suggest that

cathodal tDCS decreases the resting membrane potential of cerebellar

neuron (Galea et al., 2009), apparently decreasing the proportion of cells that

respond to input. Because Purkinje cell activity is modulated by unexpected

sensory feedback in the context of a self-generated movement (Gilbert and Thach,

1977; Brooks and Cullen, 2013), a reduced sensitivity to mossy fiber input may

underlie the impairment in error-feedback response.

Given the extensive evidence regarding the role of the motor cortex in

feedback control (Evarts and Tanji, 1976; Kimura and Gomi, 2009) it seems likely

that disruption of M1 via cathodal stimulation, something that we did not attempt,

would also affect the ability of the brain to respond to a perturbation. An

interesting future experiment would be to compare the effects of cathodal

stimulation of the cerebellum with M1.

3.4.2 Learning from error

We used reach kinematics to assay learning from error and found that anodal

cerebellar stimulation enhanced error-dependent learning, whereas cathodal

cerebellar stimulation impaired it. This is consistent with results reported in a

visuomotor rotation task, in which anodal cerebellar stimulation enhanced

learning (Galea et al., 2011), and in a walking task, where anodal cerebellar

stimulation enhanced learning while cathodal stimulation impaired it (Jayaram

et al., 2012). Together, the results suggest that the cerebellum is a unique structure

that supports the general process of error-dependent motor learning.

In the force field task, the result of learning is not a return to the null,

unperturbed trajectory (Izawa et al., 2008). Rather, movements exhibit

over-compensation early in the reach and under-compensation late in the reach,

resulting in an S-shaped path to the target. Why do the motor commands exhibit
87



over-compensation? The motor commands that are produced in response to the

perturbation during the reach may act as a teacher for the brain (Kawato, 1996),

driving the change in motor commands that are generated in the subsequent

movement (O’Shea et al., 2014). Recordings from muscles show a gradual and

orderly transition of the motor commands from one that responds to the

perturbation force during the reach (early in training), to one that predicts it near

the onset of the reach (late in training) (Thoroughman and Shadmehr, 1999). The

fact that cathodal cerebellar stimulation impaired both functions suggests that the

later function may benefit from the former.

In contrast to the effects of cerebellar stimulation, we did not observe any

effect of anodal stimulation of M1 on learning from error (2mA, 25min, 25cm2

electrodes). This is consistent with an earlier work in which we found no effect of

anodal or cathodal stimulation (1mA, 20min, 25cm2 electrodes) of M1 in a similar

force field task (de Xivry et al., 2011b). Similarly, in a visuomotor rotation task,

Galea et al. (2011) used anodal stimulation of M1 (2mA, 15min, 25cm2 electrodes)

and found no effects of stimulation during training in the presence of the

perturbation and no differences in the subsequent after-effects when the

perturbation was removed. By contrast, Hunter et al. (2009) reported that anodal

tDCS of M1 (1mA, 17min, 35cm2 electrodes) produced a larger reduction in

kinematic errors from the first to the 4th block of force-field training than did sham

stimulation (their ‘signed-error’ measure). Following training in the field, these

subjects were exposed to a null field condition, in which they exhibited after-effects.

However, using the same ‘signed-error’ measure Hunter et al. (2009) did not find an

effect of tDCS on the resulting after-effect. Hence, the results of tDCS studies do

not, at present, paint a consistent picture of the function of M1 during motor

learning. Most of the studies to date, however, have found that learning from error

is not affected by anodal stimulation of M1.
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3.4.3 Functional stages of motor memory

While there are many factors that can affect kinematic performance in field trials,

including changes in muscle co-contraction (Thoroughman and Shadmehr, 1999),

and changes in the gain of the long-latency sensory feedback pathways (Kimura

and Gomi, 2009; Ahmadi-Pajouh et al., 2012) in error-clamp trials these factors are

eliminated. Forces that participants produce in error-clamp trials are a proxy for a

model that the brain constructs, associating state of the limb to expected

perturbation forces (Hwang and Shadmehr, 2005; Sing et al., 2009). In Smith et al.

(2006), we predicted that early in training, motor memory was ‘fast’, decaying

rapidly in the absence of error, but that with further training, the memory was

transformed to ‘slow’, showing gradual decay. Here we found direct evidence for this

prediction: we observed that early in training the decay rates of motor output in

error-clamp trials were high, but with further training the decay rates declined by

about 50% (Fig. 3.3C). Therefore, with increased practice motor memory gained

stability, as reflected in its decay properties in the absence of error. What was the

neural basis of this transformation?

In our study, we found no effect of cerebellar or M1 tDCS on the rate of

decay of the motor memory. By contrast, Galea et al. (2011) in a visuomotor

rotation task found that anodal M1 stimulation reduced the decay rate of the

learned motor output (assayed after learning/tDCS had finished, specifically when

no visual feedback was provided). In our experiment, we repeatedly measured the

decay rate of the evolving motor memory in the absence of error (error-clamp trials).

Despite repeated measurements, we found no effects of M1 anodal stimulation. Of

course, a null result does not constitute evidence of no effect. Nevertheless, our null

effect observations are consistent with another work on force field learning (de

Xivry et al., 2011b), in which anodal or cathodal stimulation to M1, or anodal
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stimulation to the posterior parietal cortex (1mA, 20min), did not change the decay

rates. What could explain this difference with respect to Galea et al.’s findings?

First, learning in force fields and visuomotor rotations engage distinct areas

of the cerebellum (Donchin et al., 2012), and the cerebral cortex (Diedrichsen et al.,

2005). This difference in functional anatomy may underlie the reported differences

in the effects of M1 stimulation in force field and visuomotor tasks. For example,

our earlier work on visuomotor rotatin (Hadipour-Niktarash et al., 2007) found that

M1 TMS during exposure did not affect the ability to learn from error, but resulted

in a motor memory that was fragile, exhibiting rapid decay. Hence, for visuomotor

rotation, our earlier results and those of Galea et al. (2011) are consistent, both

finding no evidence of a functional role for M1 in learning from error, and both

suggesting a role for M1 in the decay of the resulting motor memory. By contrast

with these results for visuomotor rotation, in a force field task rTMS of M1 did not

induce a deficit in retention, as assayed immediately after learning/stimulation

(Baraduc et al., 2004), an effect that appears inconsistent with the predictions of

Galea et al. (2011). The existing brain stimulation data suggest that different

functional substrates mediate learning in visuomotor rotation and force fields.

Second, in our experimental design we included periodic error-clamp blocks,

interleaved amongst blocks of learning in the field. Because the error-clamp blocks

induce decay, they may reduce the overall amount of learning achieved during the

task, and also reduce the rate of repetition of the motor commands, a natural

component of most motor learning paradigms. Repetition is thought to produce a

form of memory that is distinct from the memory that is produced from

error-dependent learning (Diedrichsen et al., 2010; Huang et al., 2011). Importantly,

repetition may produce a memory that depends on the cerebral cortex (de Xivry

et al., 2011a). Hence, it is possible that if we had included a greater degree of

repetition of motor commands in our training protocol, anodal M1 stimulation may
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have slowed memory decay in error-clamp trials. Future work could test this

hypothesis.

Finally, the way in which decay is assayed may change the effects of anodal

M1 stimulation. Here, we measured decay using error-clamp trials in which the

proprioceptive and visual error components of each movement were artificially

constrained. In contrast, Galea et al. (2011) measured decay in trials in which

visual feedback was withheld. Continuous feedback versus no-feedback trials have

been shown to elicit differences in the rate of adaptation, and by extension, this

difference likely impacts on the decay of acquired motor memories (Kitago et al.,

2013). In particular, Galea et al. (2011) showed that when subjects were exposed to

washout after learning, using a full-visual feedback condition, which requires a

combination of learning from error as well as extinction of the acquired memories,

there was no difference in the rate of decay with M1 anodal tDCS versus sham.

In summary, whereas our study of force field learning found that anodal M1

stimulation did not change the decay properties of the motor memory during

acquisition, as assayed using error-clamp trials, the same stimulation in visuomotor

rotation has been reported to reduce the decay rate of the acquired motor memory

measured after learning. Hence, in combination, brain stimulation evidence to date

suggests a role for M1 in stabilizing the motor memory that results from visuomotor

rotation but not force field learning.

3.4.4 Retention

When participants returned on Day 2, they held the robot handle and reached in

error-clamp trials. They produced forces that were correlated with those that they

had learned on Day 1, demonstrating retention. These forces were significantly

smaller in the cathodal cerebellar group than other groups. However, the critical

question was whether this effect was a reflection of the fact that they had learned to
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a lesser degree on Day 1, or whether the performance on Day 2 was evidence for

reduced retention over and beyond the basic effect associated with acquisition.

Therefore, to measure retention, we faced the issue that learning had been impaired

in Day 1 in the cerebellar cathodal group: they had not reached the same levels of

performance as other groups. To solve this problem, we used the analytic approach

developed by Joiner and Smith (2008), which showed that retention of force field

learning on Day 2, as assayed in error-clamp trials, was a constant fraction of the

slow-component of forces produced on Day 1. We found that cathodal cerebellar

stimulation showed significantly impaired retention. Anodal cerebellar or M1

stimulation had no effect on overnight retention.

Our results on the potential role of the cerebellum in retention are intriguing

because of other results from the force field learning literature. Imaging studies of

the cerebellum in the force field task suggest that during multi-week training

activity in the anterior cerebellar cortex decreases while activity in the deep nuclei

increases (Nezafat et al., 2001). In other motor tasks (e.g. VOR or optokinetic

reflex), there is also evidence for this interplay between the cerebellar cortex and

nuclei during acquisition and retention (Kassardjian et al., 2005; Okamoto et al.,

2011a;b).

The fact that we did not observe an effect of anodal M1 stimulation

contrasts with the results of Reis et al. (2009), who examined a skill learning task

and found that M1 anodal stimulation produced greater over-night learning gains

than sham. This highlights a potential difference between error-dependent learning,

which appears to rely predominantly on the cerebellum, and skill learning, which

has been proposed to rely more on the cerebral cortex.
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3.4.5 Generalization

Generalization can be viewed as a signature of the tuning properties of the cells that

participate in learning (Shadmehr, 2004). Force field learning produces narrow

generalization to neighboring directions of movements, and broad generalization to

neighboring positions of the arm, consistent with a neural coding that relies on

proprioception (Hwang and Shadmehr, 2005). We have previously found that

stimulation of M1 altered spatial generalization patterns, producing greater

generalization in joint coordinates of the arm (de Xivry et al., 2011b). Here, we

found that stimulation of the cerebellum or M1 did not affect directional

generalization patterns, i.e., learning declined as a function of distance to the

trained target. An important future experiment is to compare the effects of

cerebellar and M1 stimulation on spatial generalization.

3.4.6 Limitations

Given the size of the tDCS electrodes (25cm2), and the dipole nature of a direct

current stimulation montage, it seems likely that stimulation was not confined solely

to the cerebellum or M1. For instance, it is well-established that M1 tDCS alters

the excitability of the motor cortico-spinal tract (Nitsche and Paulus, 2000), and

also changes functional brain activity in distal inter-connected brain regions, with

the pattern of spread varying with cognitive state (Lang et al., 2005; Stagg et al.,

2011). The functional consequence of these distal changes is unclear. With

cerebellar stimulation, physiological evidence (MEPs) indicates that the

tDCS-induced changes in measures of cerebellar-brain inhibition do not arise from

local spread of current to the adjacent brainstem or visual cortex (Galea et al.,

2011; 2009). Nevertheless, It is possible that cerebellar tDCS affects processing in

M1 and thalamus by changing tonic neural activity in the cerebello-thalamo-cortical
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pathway. Hamada et al. (2012) aimed to test this physiologically, by assessing

sensory evoked potentials in M1 before and after anodal cerebellar tDCS, but they

found no change in the excitability of these pathways. Hence, while future work is

required to characterize the spatial distribution of tDCS-induced changes in

functional brain activity, the available evidence, though not conclusive, does suggest

that the current induced by the stimulation protocols used here probably affected

mainly the cerebellum or the motor cortex.

We measured feedback response during the early phase of learning, and not

in a situation where the perturbations were random. This potentially confounds the

ability to learn from error (trial-to-trial change in motor commands), with the

ability to correct for error (within trial change in motor commands). However, we

think that we can dissociate these two factors: the main effect of learning from error

was to produce changes very early in the movement, reflected in the perpendicular

displacement at near movement onset (Fig. 3.2B), whereas the stimulation induced

differences that we attributed to feedback control occurred late in the movement

(Fig. 3.1B). Regardless, we envision a future experiment that includes continuous

measurements of muscle activity in the context of feedback responses during

cerebellar or M1 stimulation.

We found that anodal M1 stimulation produced no significant enhancement

of learning or retention. Given the substantial neurophysiological evidence for

involvement of M1 in the force field task (Li et al., 2001; Arce et al., 2010), and the

fact that rTMS of M1 impairs overnight retention (Richardson et al., 2006) and the

ability to switch from learning of one field to another (Cothros et al., 2006), an

important next experiment is to compare the effects of cathodal M1 stimulation

with cathodal cerebellar stimulation.

94



3.5 Conclusion

In summary, we demonstrated that anodal stimulation of the cerebellum enhanced

the error-dependent learning process, whereas cathodal stimulation impaired it. We

demonstrated that with training, the motor memory was transformed from a process

that decayed rapidly in the absence of error, to one that decayed slowly. Neither

cerebellar nor motor cortical stimulation affected this transformation. Finally, we

found that cathodal stimulation of the cerebellum during acquisition resulted in

impaired retention as measured in 24 hours. Overall, we found a critical role for the

human cerebellum in the ability to correct for error during a movement, the ability

to learn from that error, and the ability to retain the resulting motor memory.
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4 ENCODING OF ACTION BY THE PURKINJE

CELLS OF THE CEREBELLUM

We showed in Chapter 3 that anodal transcranial direct current stimulation of the

cerebellum, a stimulation technique that is thought to increase neuronal excitability,

leads to faster learning of a novel motor task. In addition, we found that

error-sensitivity is down-regulated when cathodal cerebellar stimulation is used.

Our results, therefore, suggest a role for the cerebellum in manipulation of

error-sensitivity.

However, to understand the mechanisms involved in modulation of

error-sensitivity and its role in adaptation, it is useful to go beyond behavior and

identify the neural substrates responsible for motor learning in the cerebellum.

However, the storage of motor memories in the cerebellar circuitry has remained

elusive since a clear encoding of movement kinematics has not been demonstrated.

Previous results has conclusively demonstrated that execution of accurate

movements depend critically on the cerebellum. In this chapter, we focus on the

simplest of all voluntary movements: saccades. These rapid eye movements have

been been shown to depend on the presence of an intact cerebellum, suggesting that

the primary output cells in the cerebellum, Purkinje cells (P-cells), likely predict

motion of the eye. Yet, this encoding has remained a long-standing puzzle: P-cells

show little consistent modulation with respect to saccade amplitude, or direction,

and critically, their discharge lasts longer than duration of a saccade.

In this chapter, we analyze P-cell discharge data from the oculomotor vermis

of behaving monkeys, and find that individual neurons increase or decrease their

activity during saccades. We then estimate the combined effect of these two
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populations via their projections on the caudal fastigial nucleus (cFN) and uncover

a simple-spike population response that precisely predicts the real-time motion of

the eye. Our results suggest that it is not the response of an individual Purkinje cell

that is responsible for encoding of saccade kinematics, but rather the combined

response of P-cells across a population.

We then take our results a crucial step further: when we organize the P-cells

according to each cell’s complex-spike directional tuning, the simple-spike

population response predicted both the real-time speed and direction of the saccade

multiplicatively via a gain-field. This suggests that the cerebellum predicts the

real-time motion of the eye during saccades via the combined inputs of P-cells onto

individual nucleus neurons. A gain-field encoding of simple spikes emerges if the

P-cells that project onto a nucleus neuron are not selected at random, but share a

common complex-spike property. Only using this hypothesized organization of the

cerebellum can we begin to understand the role of P-cell responses in motor learning

tasks.

4.1 Introduction

Previous studies have focused on bursting activity of Purkinje-cells (P-cells) during

saccades (Thier et al., 2000; Catz et al., 2005; 2008) and found no consistent

modulation with saccade amplitude (Ohtsuka and Noda, 1995; Helmchen and

Büttner, 1995) speed (Helmchen and Büttner, 1995; Thier et al., 2000; Kase et al.,

1980), or direction (Ohtsuka and Noda, 1995). A recent simulation (Gad and

Anastasio, 2010) suggested that P-cells that pause during saccades may be

important in understanding the responses observed in the deep cerebellar nucleus

neurons. The main puzzle that we wished to tackle was how the P-cells encoded the

real-time motion of the eye.

97



4.2 Materials and Methods

We analyzed data from n = 72 Purkinje cells in the oculomotor vermis of 5 rhesus

monkeys as they made saccades to visual targets.

4.2.1 The dataset

The data set included Purkinje-cell (P-cell) discharge from the oculomotor vermis

(OMV) in 5 rhesus monkeys (Macaca mulatta; males; 5.0-7.4kg; monkeys B, F, W,

K, and KO). These data were collected during two previous studies (Kojima et al.,

2010; Soetedjo et al., 2008). A scleral search coil was surgically implanted into one

eye of each monkey, allowing measurement of eye kinematics via standard

techniques (Fuchs and Robinson, 1966). Following recovery from surgery, the

monkeys were trained to make saccades to visual targets (less than 0.4◦ in diameter)

in a dimly lit room. The targets appeared within 25◦ of center. Monkeys were

rewarded with applesauce for keeping their eyes within a virtual window which

extended ±3◦ in both the horizontal and vertical directions about the target. After

the monkeys were trained to saccade to a single target, they were trained to make

saccades between successively presented targets.

Once the monkey could reliably track the targets for an extended period of

time, a recording chamber was implanted on the midline of the cerebellum (14.5mm

posterior of the interaural axis and directed straight down), providing access to the

OMV. Single-unit activity was recorded with homemade tungsten electrodes with

an iron-particle coating (100kΩ impedance at 1kHz). The position of the electrode

for each recording was measured with respect to the center of the recording

chamber, providing approximate coordinates of each P-cell within OMV. We

recognized OMV by observing saccade-related changes in background activity. An

isolated unit was classified as a P-cell if it produced a complex-spike (CS), which
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was identified online as a positive action potential with multiple wavelets. We

focused our recordings on units which showed a saccade-related change in

simple-spike activity in at least one direction (a burst, pause, or a combination of

the two). Saccade activity was assessed while the monkey made 15◦ saccades from

the central fixation point to one of eight targets spaced at 45◦ intervals.

Neurophysiology data was sampled at 50kHz by a Power 1401 digitizer

(Cambridge Electronic Design, Cambridge, UK) and subsequently band-pass filtered

between 30Hz and 10kHz. The location of the eye, as measured by the scleral search

coil, was sampled at 1kHz. Data were displayed in real-time on a computer monitor

running Spike2 and saved for offline analysis (Soetedjo and Fuchs, 2006).

We performed spike-sorting to isolate the simple-spike activity of each P-cell.

The timing of each simple-spike was identified and subsequently down-sampled to

1kHz to coincide with the timing of the behavioral recordings. We identified

saccades via an absolute velocity threshold, marking onset of the saccade as the

time when the speed of the eye exceeded 20◦/s. The end of the saccade was

similarly defined as the time when speed fell below 20◦/s. Trials in which the

monkey moved its eyes in the wrong direction (> 90◦ with respect to the target), or

trials in which the error at the endpoint exceeded 15◦, were removed from the

analysis (4.6% of all trials). The peak speed for each saccade was determined as the

maximum magnitude of the velocity vector in the direction of the presented target.

To convert the simple-spikes of the P-cells into firing rates, we computed the

inter-spike interval between two consecutive spikes, and then replaced the period

between these two spikes with a box-car of magnitude equal to the reciprocal of the

interval. We smoothed the resulting time-sequence with a normalized Gaussian of

2.5ms standard deviation (integral one), and then used this rate function to

compute the mean and peak firing rate of the cell during the saccade period. The

peak firing rate is the mathematical maximum of the firing rates during the saccade
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period, for both pause and burst cells. We use the term “firing rate” to refer to this

instantaneous rate, and quantify it using units of Hertz (Hz).

4.2.2 Statistical analysis

Statistical analyses were conducted in R (R-project, Vienna, Austria). To assess the

relationship between two variables we report Pearson’s R2 coefficient as well as the

results of a repeated measures analysis of variance (RM-ANOVA). If the data used

for an RM-ANOVA failed the test for sphericity, we report the Greenhouse-Geisser

corrected statistics. Paired sample t-tests were used to assess differences in response

characteristics as a function of direction (CS-on/off). In cases where we used

independent samples t-tests, we also assumed unequal variances between the two

groups. All tests were two-sided with a significance level of 0.05, unless otherwise

noted.

4.2.3 Complex-spikes

After we had identified a P-cell that exhibited phasic changes in simple-spike

activity during a saccade, we identified the cell’s preferred complex-spike direction,

termed CS-on. To do so we induced errors at the end of a saccade and recorded the

resulting complex spikes in the P-cell. To induce errors, we used the intra-saccadic

step paradigm (McLaughlin, 1967), blanking the original target during execution of

the saccade and replacing it with another target so that at saccade termination the

eyes appeared to miss the target by approximately 5◦, as illustrated in Fig. 4.3A.

The monkey began by fixating the central point. The central point disappeared and

a target appeared at either 12◦ or 15◦ in one of 8 directions (spaced at 45◦

intervals). During the execution of the saccade to the target (when the eye velocity

exceed 70◦), the target was back-stepped by 5◦ relative to the original target. As a

result the saccade over-shot the target, resulting in an error of approximately 5◦. A
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second presentation of this intra-saccadic step paradigm in the opposite direction

brought the monkey’s eyes back to the central fixation point. For each monkey, we

collected more than 30 trials in each direction. We counted the number of

complex-spikes in the 50-200ms period following termination of the first (primary)

saccade. The back-step direction (error direction) which elicited the highest

probability of complex-spikes was classified as the CS-on direction (Fig. 4.3B).

The paradigm that we used for identifying the error vector that produced the

highest probability of complex-spikes (i.e., CS-on direction) suffered from the

short-coming that saccade direction and error direction were 180◦ apart. Therefore,

we examined whether probability of CS was dependent only on the direction of

error, or whether it was also affected by the saccade direction that preceded that

error (Soetedjo and Fuchs, 2006). To dissociate these two variables, for n = 39 cells

we systematically varied both error and saccade directions. An example of this is

shown for a cell in Fig. 4.3C. This cell (N1) had a high probability of complex-spikes

when the error vector was -45◦, regardless of whether the primary saccade was at

direction of error+0◦, or direction of error+180◦. Similarly, the cell had a low

probability of complex-spikes when the error vector was +135◦, regardless of whether

the primary saccade was at direction of error+0◦, or direction of error+180◦.

Across the population of n = 39 cells probability of complex-spikes was

modulated by direction of the error vector, but not the direction of the saccade

(Fig. 4.3D): two-way RM-ANOVA showed a main effect of error direction (p < 10−4)

but no effect of saccade direction (p > 0.5).

For n = 39 cells we were able to maintain excellent isolation of the P-cell

throughout the recording period. For these cells, we manually identified a subset of

complex-spike waveforms which served as a template for matching against all other

complex-spikes during the recording. Using a Gaussian mixture model, we

determined the presence/absence of a complex-spike in 30ms overlapping windows,
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providing us with the onset of a complex-spike with millisecond resolution. Looking

at the same period (50-200ms following the primary saccade), we were able to

construct an estimate of the probability of observing a complex-spike as a function

of the angle between the endpoint of the primary saccade and the back-stepped

target with better than 45◦ resolution (Fig. 4.6D, brown). For the remaining n = 33

cells, we used the manually identified CS-on direction for all analyses.

The data sets that we analyzed were collected under two slightly different

experimental protocols (Soetedjo et al., 2008; Kojima et al., 2010). In all cases, we

focused our analysis on the simple-spike related activity of the primary saccade

rather than changes in activity due to adaptation or complex-spikes. For n = 16

units, we presented primary targets in either the CS-on or CS-off direction and then

pseudo-randomly modified the magnitude of the intra-saccadic step (ranging from

-9◦ to +9◦). Because the direction of intra-saccadic step (backwards, forwards, or no

back-step) was randomized, the saccade to the presented target did not undergo

adaptation. For the remaining cells, we asked the monkey to make primary saccades

whose magnitude was either approximately 15◦ or 25◦. Approximately 20 trials in

both the CS-on and CS-off directions were presented without an intra-saccadic step

(0◦). After this block, we induced saccade adaptation in both the CS-on and CS-off

directions by consistently stepping the target inwards (5-11◦). We did not observe a

qualitative difference between the population response for those saccades during the

adaptation period and those during the stationary period (changes in eye velocity

during adaptation coincided with changes in the magnitude of the population

response). We therefore elected to use data from all saccades.

4.2.4 Population response

About 50 P-cells synapse onto a single neuron in the caudal fastigial

nucleus (Person and Raman, 2012). The P-cells that project onto a single cFN
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neuron may be organized by their inputs from the inferior olive (De Zeeuw et al.,

2011; Kojima et al., 2011). In this scenario, the olive projections divide the P-cells

into clusters where each cluster of P-cells projects onto one cFN neuron. We

therefore made the assumption that P-cells that projected onto a cFN neuron

shared a critical feature: they had the same CS-on direction (Fig. 4.5A). We

computed what a typical cFN neuron would receive from this population of P-cells

by estimating a population response.

A recent study had shown that each simple-spike induced by the presynaptic

firing of a P-cell influenced the post-synaptic cell in the deep cerebellar nucleus by

producing an inhibition that had a 2.5ms time constant (Person and Raman, 2012).

We therefore convolved the simple-spike train of each recorded P-cell with a

normalized (i.e., integral of one) Gaussian of 2.5ms standard deviation. In all

figures, we dissociate this quantity from the measurement of firing rate computed

via the inverse of the inter-spike interval by using units of Hz to quantify firing

rates, and units of spikes/second to quantify population response.

We calculated the population response by a bootstrapping procedure in

which we sampled at random n = 50 P-cells (with replacement) from our population

of recorded neurons. In our recorded sample, we had roughly equal numbers of

bursting (n = 39) and pausing (n = 33) cells. Therefore, in our bootstrapped

population of 50 cells, we also had roughly equal numbers of bursting and pausing

cells (27.1 ± 1.9 bursting cells, mean ± SD). As the bursting and pausing

populations had different saccade-related response profiles, standard error of the

mean would result in a significant over-estimation of the variance of the population

response that would be experienced at a nuclear neuron. We therefore elected to

bootstrap 50 different populations of 50 randomly chosen P-cells. The standard

error bars in these plots represent mean ± SEM across bootstrapped samples.
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4.3 Results

We analyzed simple-spike activity of 72 oculomotor vermis (OMV, cerebellar lobules

VI and VII) P-cells from five monkeys during saccades. Our population included

cells that exhibited increased activity (bursting; n = 39, Fig. 4.1A) or decreased

activity (pausing; n = 33, Fig. 4.1B). Consistent with previous reports (Helmchen

and Büttner, 1995; Thier et al., 2000; Catz et al., 2008), the majority of the neurons

were poorly modulated by saccade amplitude (Fig. 4.1C, and Fig. 4.2). However,

the mean firing rate of burst cells (but not pause cells) increased significantly with

saccade peak speed (Fig. 4.1D, p < 10−10). Previous work had demonstrated that

the population response encoded additional saccade-related information that was

not reliably present in the responses of individual neurons (Thier et al., 2000; Dash

et al., 2013; Prsa et al., 2009). To examine the population response, we measured

change in firing rates (from baseline) for the bursting and pausing cells during slow

(400◦/s) and fast (650◦/s) saccades (Fig. 4.1E), pooled across all directions. The

onset of change in firing rates in both populations generally led saccade onset by

more than 50ms. The termination of activity was also significantly later than the

saccade: a 650◦/s saccade was 38 ± 1.2ms in duration (mean ± SEM), whereas

activity of burst and pause cells persisted for a more than 100ms. Given that the

cerebellum is thought to play a critical role in termination of ipsiversive

saccades (Fuchs et al., 1993; Robinson et al., 1993), how can P-cells be involved in

controlling the eye if their activity persists so much longer than the saccade?

4.3.1 P-cell population response predicts saccade speed

P-cells project to the caudal fastigial nucleus (cFN), where about 50 P-cells

converge onto a cFN neuron (Person and Raman, 2012). For each P-cell we

computed the probability of a simple-spike in 1ms time-bins during saccades of a
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Figure 4.1: A population of burst and pause P-cells together predict eye speed in real-
time. Perisaccade histograms for a bursting A and pausing B P-cell during saccades
of various speeds and directions (red arrow). The trace on the top row is saccade
speed. The gray arrow indicates saccade end. C and D. Mean firing rates over the
duration of saccade computed across all directions. Changes in speed produced an
increase in the firing rate of the burst cells but not the pause cells. E. Change in firing
rates (with respect to baseline) of the bursting and pausing P-cells for two saccade
speeds. Gray bars are onset and termination of the saccade (width is SEM). F. The
total rate of simple-spikes produced by a random selection of 50 P-cells.
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given peak speed, averaged across all directions. We then chose 50 P-cells at

random and computed the total number of simple-spikes generated by the

population at each millisecond of time, resulting in an estimate of the rate of

presynaptic spikes converging onto a cFN cell. The results (Fig. 4.1F) revealed a

real-time encoding of the speed of the eye: the peak of the activity preceded peak

speed, increased in magnitude when speed increased, and returned to baseline just

before saccade termination (R2 at the optimal delay, 400 ◦/s: R2 = 0.52, p < 10−22;

650 ◦/s: R2 = 0.62, p < 10−43). It appeared that the simple-spikes of the pause and

burst cells combined together to predict motion of the eye.

Let us hypothesize that the P-cells that project to a nucleus neuron are not

selected randomly, but are organized by their inputs from the inferior olive (De

Zeeuw et al., 2011). That is, suppose that the olive projections divide the P-cells

into clusters where each cluster of P-cells projects onto a single nucleus neuron. The

input from the olive produces complex-spikes (CS) in the P-cells. We found that if

we organized the simple-spikes of the P-cells based on each cell’s CS properties,

additional features of the population activity were unmasked.

We measured CS properties of each P-cell by inducing a post-saccadic error

through displacement of the target during the saccade, and then measured the

probability of CS as a function of the direction of this error (Fig. 4.3, also

Section 4.2.3). For each P-cell, the direction of error that produced the largest

probability of a CS during the 50-200ms post-saccade period was labeled as CS-on,

and the opposite direction was labeled as CS-off9 (Fig. 4.4). We then made the

assumption that the P-cells that projected onto a nucleus neuron all had the same

CS-on direction (Fig. 4.5A). Under this assumption, we computed the rate of

presynaptic simple-spikes that a nucleus neuron would receive from the cluster of

P-cells (see Section 4.2.4). We did this by convolving each P-cell simple-spike train

with a 2.5ms standard-deviation normalized Gaussian, approximating the temporal
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probability of a CS as a function of the direction of the error vector. For this neuron,
the highest probability (CS-on) occurred when the error vector was in direction -45◦.
Direction of CS-off for this cell was 135◦.

characteristics of the inhibition produced in the nucleus neuron due to a

simple-spike in the P-cell (Person and Raman, 2012; Telgkamp et al., 2004).

Fig. 4.5B shows the change in population response from baseline when a

saccade was made in the same direction as CS-off. The response rose above baseline

before saccade onset, peaked prior to peak speed, and then returned to near

baseline. The peak response scaled robustly with saccade amplitude (Fig. 4.5C,

R2 = 0.93, p < 10âĂŚ5). We observed a strong correspondence between the real-time

population response and the real-time speed (lower plot of Fig. 4.5D, Fig. 4.7). The

population response led eye speed by an average of 21.2 ± 0.4ms (correlation

analysis in the CS-off direction, mean ± SEM). Peak population response precisely
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predicted peak speed (Fig. 4.5E, R2 = 0.98, p < 10âĂŚ7).

We took advantage of natural variability in saccades to further test the

relationship between the population response and speed. We sorted all 10◦ saccades

(direction CS-off) according to peak speed (Fig. 4.5F) and found that despite the

constant amplitude, the population response precisely predict the actual peak speed

of the eye (Fig. 4.5G, R2 = 0.96, p < 10âĂŚ7).
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Figure 4.5: A cluster of P-cells, organized by their complex-spikes, produced a pop-
ulation response that predicted in real-time the motion of the eye. A. Hypothesized
organization of the oculomotor vermis. To compute a population response, we mea-
sured the simple-spikes of each P-cell as a function of saccade direction with respect
to the CS-on direction of that cell. For the P-cells shown here, the CS-on is an error
vector to the left (arrow). B. Change in population response (with respect to baseline)
as a function of saccade amplitude in 0.5◦ bins, for saccades in the CS-off direction.
Data in the amplitude axis were smoothed by a first-order Savitzky-Golay filter with
a width of 3 bins (Thier et al., 2000). Bottom plot shows the population response for
three representative amplitudes. C. Peak population response increased linearly with
saccade amplitude. P-values indicates significant linear correlation. D. Population
response as a function of saccade peak-speed. Bottom plot shows representative re-
sponses with their corresponding speed traces. E. Peak population response increased
linearly with saccade peak-speed. F. Population response for 10◦ saccades (±1◦), as a
function of saccade peak-speed. Bottom plot shows the population response for slow,
medium, and fast saccades of 10◦ amplitude. G. Peak population response increased
linearly as a function of peak-speed even for a fixed magnitude saccade. Error bars
are SEM.

4.3.2 P-cell responses, organized by error, predict saccade

kinematics as a gain-field

Therefore, when the simple-spikes were organized according to each cell’s CS

directional preference, the population response for saccades of constant direction

predicted nearly all of the variability in saccade peak speed. No previous work, to

our knowledge, had revealed how direction of a saccade is encoded in the activity of

P-cells. For the burst and pause cells, the mean and peak firing rates during the

saccade did not vary as a function of direction (Fig. 4.8). However, organizing the

population response according to each P-cell’s CS tuning preference revealed a clear

encoding of direction: the peak response was greater if the saccades were in the

same direction as CS-off as compared to CS-on (Fig. 4.6A, t-test p < 10−16).

Indeed, the peak population response rose linearly as a function of peak speed in

both directions, but with a larger gain when the saccade direction was congruent

with CS-off (Fig. 4.6B, RM-ANOVA with main effects of peak-speed, p < 10−15;
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CS-direction p < 10−7; and a speed by CS-direction interaction, p < 10−15).

To more closely examine the effects of saccade direction, we plotted the

population response across saccade directions with respect to CS-on (Fig. 4.6C). We

found that the population response was highest for saccades made in the CS-off

direction, with an encoding of direction that resembled a cosine function (Fig. 4.6D).

That is, when we organized the P-cells into clusters in which each cluster was

composed of bursting and pausing cells (54% burst cells), all with a common CS-on

direction (Fig. 4.5A), and then computed the population response, i.e., an estimate

of the rate of simple spikes that converged onto a single cFN neuron during a

saccadic eye movement. We found that when the saccade was in direction CS-off,

the peak population response correlated near perfectly with peak saccade speed at

R2 = 0.98 (Fig. 4.5E). When the saccade was in direction CS-on, the peak

population response also correlated near perfectly with peak saccade speed at

R2 = 0.99 (p < 10−8) (Fig. 4.6B). A change in saccade direction altered the gain

relating the population response to saccade speed (Fig. 4.6D): the gain was lowest

when the saccade was in direction CS-on, and highest when the saccade was in

direction CS-off. These results suggested that the P-cells, clustered by their CS-on

direction, as a population produced simple spikes that were related to the real-time

motion of the eye via a gain-field:

s(t) = |ẋ(t + ∆)| [a cos(θ − θCS) + b] + c (4.1)

In this equation, s(t) is the rate of simple spikes, ẋ is the magnitude of the eye

velocity vector at time t + ∆, a is a scaling factor, θ is saccade direction, θCS is the

direction of CS-off for that cluster of P-cells, and b and c are baseline offsets. The fit

of this equation to the measured data (real-time motion of the eye vs. real-time

population response, t = -100ms to +150ms with respect to peak saccade speed, for
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Figure 4.6: Population response of P-cells predicted saccade speed and direction
in real-time as a gain-field. A. Population response for saccades in direction CS-on
and CS-off. The population response is larger when the saccade is in the CS-off
direction. B. Peak population response grew linearly with saccade speed, but had a
higher gain for saccades in CS-off direction. C. Real-time population response as a
function of saccade direction relative to CS-on. Data smoothed as in Fig. 4.5B. D.
Peak population response (labeled as simple-spikes) as a function of saccade direction
with respect to CS-on. Brown curve shows probability of observing a complex-spike
as a function of the angle relative to each neuron’s CS-on. Black curve indicates
cosine fit of probability of CS. E. Gain-field encoding by a cluster of P-cells whose
CS-off direction is to the right (Eq. 4.1). F. Contribution of single P-cells to the
population response. A change in direction coincides with a shift in timing of the
pause cells. Error bars are SEM.
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saccades in directions CS-on and CS-off, and peak speeds of 400-650 deg/s, binned

by 25 deg/s) was highly significant (R2 = 0.80, p < 10−5), resulting in the following

parameter values: a = 0.37 spk/deg, b = 1.88 spk/deg, c = 2588 spk/s with a time

lead of ∆ = 19 ms. The resulting gain-field encoding of eye motion is depicted in

Fig. 4.6E.

4.3.3 Individual Purkinje cells do not predict saccade kine-

matics

In contrast to organizing the P-cells into clusters and computing a population

response, we also attempted to relate activity of single cells to motion of the eye.

With this approach we found that the mean activity of the individual pause cells

did not vary with saccade speed (Fig. 4.1D, p > 0.20), and mean activity of the

individual pause cells did not vary with saccade direction (Fig. 4.7A, p > 0.4).

Mean activity of the burst cells increased with saccade speed (Fig. 4.1D, p < 10−10),

but mean activity of the burst cells did not vary with direction (Fig. 4.7A, p > 0.4).

Therefore, consistent with previous reports (Ohtsuka and Noda, 1995; Kase et al.,

1980), we could not detect an encoding of direction in the peak or mean activity of

individual cells. If the mean or peak response of the individual cells did not vary

significantly with direction, how did the population response produce an encoding of

direction (i.e., the cosine tuning)? We found that a change in saccade direction

produced a subtle shift in the timing of the discharge in the pause cells (Fig. 4.6F).

The pause in these cells occurred earlier when the saccade was in the CS-on

direction, and later when the saccade was in the CS-off direction. In contrast, the

burst timing was not dependent on saccade direction. As a result, the population

response exhibited a smaller gain when the saccade was in direction CS-on, and a

larger gain when the saccade was in direction CS-off (Fig. 4.6B). We next asked how

well the population of P-cells, clustered by their complex spike properties, predicted
114



the real-time speed of the eye. According to Eq. 4.1, if we consider the data across

all directions, using the measured population response we should be able to predict

the actual motion of the eye:

|ˆ̇x(t + ∆)| = 1
b

[s(t) − c] (4.2)

In the above equation, ˆ̇x(t + ∆) is the predicted real-time speed of the eye. The

parameters b and c were identical to those determined in Eq. 4.1. Using Eq. 4.2 we

plotted the predicted real-time motion of the eye (Fig. 4.8A, saccades with peak

speeds of 400, 525, and 650 deg/s). The predicted motion led the actual motion by

+19ms, and was highly correlated with the actual motion (data for all saccades

ranging from 400-650 deg/s, binned by 25 deg/s, R2 = 0.74, p < 10−5). Of

particular importance was the fact that the predicted speed not only rose above

baseline before saccade onset, it returned to below baseline before the end of the

saccade. That is, the population response predicted in real-time the motion of the

eye, and therefore could play a central role in controlling that motion, particularly

in terminating the saccade.

We next asked whether individual neurons could predict the real-time speed

of the eye. For each recorded cell, we fitted the parameters in Eq. 4.2 for all

saccades from 400-650 deg/s in 25 deg/s bins, leading to three parameter estimates

for each neuron (b, c, and ∆). We found that after finding the best fit for each

neuron, the predicted eye speed did not return to baseline until long after saccade

termination (Fig. 4.8B). Across the neurons, the average delay was not significantly

different than zero (two-sided t-test, p > 0.5), indicating that when we used

individual cells, rather than the population, the predicted motion did not lead or lag

the real-time actual motion of the eye. The mean squared error (MSE) for

individual neurons was 245% (±10%) of the MSE achieved by the population
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response. That is, the real-time motion of the eye predicted by individual neurons

was much poorer than the population estimate.

We next considered whether a population composed entirely of either burst

or pause cells could predict the real-time motion of the eye. We fitted Eq. 4.2 to the

mean activities of the burst and pause cells, and plotted the results in Fig. 4.8C and

Fig. 4.8D. For the population composed entirely of burst cells, the predicted speed

led the actual speed by +11ms, but critically did not return to baseline until long

after saccade termination (Fig. 4.8C). The mean squared error for this bursting

population was 146% of the MSE achieved by the population response composed of

both bursting and pausing cells. A population consisting solely of pausing cells

predicted that speed followed the actual speed by 9ms (that is, the best fit was a

lag, not a lead). Similar to the exclusively bursting population, the predicted speed

did not return to baseline until long after saccade termination (Fig. 4.8D). The

mean squared error for pausing population was 162% of the MSE achieved by the

population response which included all cells.

Therefore, our results suggest that the combined activity of burst and pause

cells, but not the activity of either population individually (Fig. 4.8), aligned to

CS-off, produced a population response that exhibited gain-field encoding: the

magnitude of the population response increased linearly with speed, and was cosine

tuned in direction, with a multiplicative interaction between speed and direction.

How did the activity of individual cells within the burst and pause clusters

produce this directional encoding in the population response? The main

contributors were the pause cells, which started their pause approximately 10ms

earlier when the saccade was in the CS-on direction (Fig. 4.6F), a change which was

independent of saccade speed (Fig. 4.10). This subtle shift in the timing of spikes

produced an increase of the population response when saccade direction changed

from CS-on to CS-off (Fig. 4.6A).
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Figure 4.8: Mean and peak/trough firing rates of the burst and pause cells were
poorly modulated by saccade direction. A. Maximum, minimum, and mean firing
rates averaged across burst or pause cells with respect to saccade direction, relative
to CS-on direction of each cell. B. Mean firing rates of the burst and pause cells,
as measured across all saccades, were not significantly different for saccades in the
CS-on vs. CS-off direction (burst p > 0.10, pause p > 0.05). C. Mean firing rates
of the burst and pause cells as a function of saccade speed, for saccades in the CS-
on versus CS-off direction. Saccade speed modulated mean firing rates of the burst
cells, but there were no significant interaction between saccade direction and speed
(p > 0.6), nor a significant effect of saccade direction (p > 0.7). D. Peak (maximum)
firing rates of the burst cells and the minimum firing rate of the pause cells as a
function of saccade speed, for saccades in the CS-off and CS-on directions. We asked
whether the maximum response of the burst cells or the minimum response of the
pause cells was significantly modulated by direction. Separate RM-ANOVAs showed
that for the burst cells, peak activity increased as a function of saccade peak speed
(p < 0.001), but this relationship was unaffected by saccade direction (p > 0.4). For
the pause cells, the response was not affected by saccade speed (p > 0.6), and this
relationship was not modulated by saccade direction (p > 0.4). In summary, we found
that saccade direction did not significantly alter the encoding of peak speed in either
the mean or minimum/maximum activity of P-cells.
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Figure 4.9: Population of P-cells, organized by their complex spike properties, pre-
dicted the real-time speed of the eye better than activity of individual cells. A. We
employed Eq. 4.2 and used the measured population response of P-cells to predict the
real-time speed of the eye . The plot shows the predicted speed for saccades of 400,
525, and 650 deg/sec. The predicted speed led the actual speed by 19ms. MSE is the
mean squared error between the predicted and actual eye trajectory at the optimal
value of ∆. B. The result of fitting Eq. 4.2 to the response of individual neurons. C.
The result of fitting Eq. 4.2 to the discharge of a population composed exclusively of
burst cells. D. The result of fitting Eq. 4.2 to the discharge of a population composed
exclusively of pause cells.
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Figure 4.10: Change in saccade direction was associated with a change in the timing
of the reduction of discharge in the pause cells, i.e., pause onset (see Fig. 4.6F). A.
Timing of pause onset with respect to saccade onset for saccades of various speeds
and directions. We computed the pause onset as the time when the neuron’s response
reached 20% of its minimum response. Positive numbers indicate that the pause onset
occurred before saccade onset. B. Within neuron measure of pause onset for saccade
in direction CS-on, minus onset from saccades in direction CS-off. Negative numbers
indicate that the pause onset occurred earlier for saccades in the CS-on direction.

120



4.3.4 Anatomical distribution of Purkinje cells supports pop-

ulation hypothesis

We found that the anatomical distribution of P-cells, as labeled by their CS-off

direction, was not random, but lateralized (Soetedjo et al., 2008) (Fig. 4.11),

confirming previous anatomical studies suggesting that olivary projections are

contralateral (Yamada and Noda, 1987; Kralj-Hans et al., 2006). P-cells with

rightward CS-off were more likely to be on the right side of the cerebellum (t-test,

p < 10−4). This indicates that saccades made in the same direction as CS-off were

typically ipsiversive whereas saccades congruent with CS-on were contraversive. In

contrast, pause and burst cells were uniformly distributed across the cerebellum

(p > 0.4).

Our results rely critically on our hypothesis that P-cells organize into

clusters with roughly equal number of pause and burse cells, all with a common

complex-spike tuning preference (Fig. 4.5A). If, contrary to our hypothesis, pause

and burst cells organized into separate clusters, the population response would not

predict the real-time motion of the eye (Fig. 4.1E). Similarly, if each cluster was not

composed of roughly equal number of pause and burst cells, the population response

could not predict the real-time speed of the eye (Fig. 4.12, Section 4.4.1). The fact

that burst and pause cells were distributed uniformly across the recording locations,

and not lateralized as we found with the CS tuning properties, suggests that a

cluster is composed of both burst and pause. Finally, if we ignored the CS

properties of the P-cells, and made the typical assumption that simple-spikes were

sufficient to uncover the coordinate system of encoding motion, then the gain-field

representation of speed and direction would disappear (Fig. 4.13, Section 4.4.2).

In summary, organizing the P-cell into clusters where all the cells shared a

common complex-spike property resulted in simple spikes that encoded speed and
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Figure 4.11: CS-dependent organization of the P-cells. A. Hypothesized anatomical
organization of the oculomotor vermis (OMV). Bursting and pausing P-cells are or-
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Neurons on the right side of the OMV project to right cFN neurons and have CS-off
directions to the right. B. Distribution of the CS-off directions from recorded neu-
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were more probable on the left side of the cerebellum. P-cells with CS-off to the right
were more probable on the right-side of the cerebellum. D. Pause (red) and burst
(blue) P-cells were equally likely at all recorded locations.
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direction in real-time via a gain-field.

4.4 Discussion

In summary, the population of P-cells, clustered by their CS-on direction, produced

simple spikes that predicted the real-time motion of the eye. In this encoding, the

speed and direction of the motion of the eye were multiplicatively encoded via a gain

field, with the gain being largest for when the eye moved toward CS-off, and lowest

for when the eye moved toward CS-on. Neither individual neurons, nor populations

that exclusively included burst or pause cells, predicted the real-time speed of the

eye with the accuracy of a population which combined these two cell types.

Our results have broad implications regarding function and organization of

the cerebellum. During saccades, the transformation of efference copy (via mossy

fibers) into prediction of kinematic state, a concept termed a forward model, does

not occur in the individual P-cells, but via combined activity of burst and pause

P-cells that produce inhibition at the deep cerebellar nucleus. It is this inhibition

produced by the combined activity of both groups of P-cells that predicts the

motion of the eye during a saccade via a gain field, multiplicatively encoding speed

and direction of movement. Therefore, our results demonstrate that the forward

model, a theoretical concept central to conductance views of motor control, and

often hypothesized to depend on the cerebellum, (Xu-Wilson et al., 2009; Izawa

et al., 2012; Miall and Wolpert, 1996), is represented during a saccade not in the

activity of individual P-cells, but in the population activity that converges onto the

cells in the deep cerebellar nuclei.

This encoding of movements is present only if there is a specific anatomical

organization in the cerebellum: the projections from P-cells to nucleus neurons are

not random, but likely organized by the complex-spike properties of the P-cells.
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That is, a nucleus cell receives projections from P-cells that share the same

complex-spike field.

4.4.1 The importance of bursting and pausing cells in the

population

The proportion of bursting and pausing cells in our data set were approximately

equal (n = 39 bursting, n = 33 pausing), resulting in 54% burst cells. However, two

previous reports suggested that there may be a higher concentration of bursting

cells in the OMV (Ohtsuka and Noda, 1995; Helmchen and Büttner, 1995). Both

reports found that bursting neurons comprised approximately 70% of all cells in

OMV. Therefore we asked if changes in the ratio of bursting to pausing P-cells

would significantly alter our primary result that the population activity of OMV

predicted eye velocity.

We performed the same analysis as in Fig. 4.5D, in which we estimated the

population response, but rather than choosing 50 neurons randomly from our pool

of 72 neurons, we always chose 35 bursting cells and 15 pausing cells (corresponding

to 70% bursting in the population). We found that our primary result was robust to

this modest change in ratio of bursting to pausing cells. That is, when 70% of the

population was chosen to be bursting neurons, the peak response scaled linearly with

the peak velocity of the saccade (R2 = 0.94, p < 10−6). Importantly, the timing of

the population response waveform remained tightly coupled with saccade kinematics

in that the response returned to near zero at saccade termination (Fig. 4.12).

However, this tight coupling of the population response and saccade speed

disappeared if the population of P-cells was composed of a super majority of

bursting or pausing cells. To illustrate this, we estimated what the population

response by simulating populations that had differing proportions of burst and

pause cells. The resulting population responses under the assumption that the
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Figure 4.12: The population response was sensitive to the fraction of pause and burst
cells that composed a cluster of P-cells. In our data set, 54% of the population was
composed of burst cells. We computed the population response under the assumption
that the membership of a cluster was 54% burst cells. Here, we tested how sensitive
the population response was to this membership ratio. The vertical lines indicate
saccade onset and offset for all saccades pooled across direction and speed. As the
percentage of burst cells in the cluster becomes larger than 70%, or smaller than 50%,
the population response no longer returns to baseline at saccade offset.

population is composed entirely of bursting cells (100%), or 90% bursting, or 50%

bursting, or 0% bursting (i.e., entirely pausing) are plotted in Fig. 4.12. We found

that as the membership within the population became highly skewed toward

bursting or pausing, the population response no longer returned to zero at saccade

termination. Therefore, the ability of the population to predict in real-time the

speed of the eye was present only if the composition of the P-cells that converged

onto a single cFN neuron (i.e., a P-cell cluster) included roughly equal number of

pausing and bursting cells.
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4.4.2 The importance of organizing the P-cells via their complex-

spike properties

How critical is our assumption that each cluster is composed of P-cells that all share

a similar complex-spike field? The traditional approach to measure population

activity is to organize the cells based on their simple-spike activity, where for each

cell the “preferred direction” is computed as the direction of action for which the

cell shows the greatest simple-spike firing rate. This kind of analysis effectively

assumes that the P-cells organize into clusters in which the cells share the same

preferred direction of saccade, where preferred direction is measured via the rate of

simple-spikes (Fig. 4.13A). Let us consider the consequences of this hypothesis.

We estimated the preferred direction of P-cells in two ways. First, we defined

the preferred direction of each neuron as the direction which elicited the largest

mean simple-spike firing rate during the saccade (max response). We then computed

the population response for saccades of various speed (Fig. 4.13B). We found that

the population response was no longer modulated by saccade speed (p > 0.3).

Next, we calculated the preferred direction as the saccade direction in which

there was the largest change in the magnitude of the simple-spike firing rate (max

modulation). For bursting cells, this was the direction which elicited the largest

mean simple-spike firing rate during the saccade. For pausing cells, this was the

direction which featured the lowest simple-spike firing rate response (i.e., the

direction of the largest pause). We then computed the population response for

saccades of various speeds in this preferred direction (Fig. 4.13C). Again we found

that the population response was not modulated by the speed of the saccade

(p > 0.7). Therefore, when we organized clusters of P-cells based on their

simple-spike responses rather than their complex-spike responses, the population

response no longer encoded the speed of the saccade. An important limitation is
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that our cells were recorded one at a time, yet in computing the population response

we analyzed the data as if the cells were recorded simultaneously. Future work is

needed to confirm our observations with simultaneous multi-cellular recordings.

4.5 Conclusion

Together, our results suggest three principles of cerebellar function during control of

saccadic eye movements. First, the cerebellum predicts real-time motion not in the

time-course of individual P-cell simple-spikes, nor in the individual activities of the

bursting or pausing populations, but in the combined activities of these two

populations via the simple-spikes that converge onto cells in the deep cerebellar

nucleus. A similar population coding has been suggested during smooth

pursuit (Krauzlis, 2000). Second, this population input to each nucleus neuron

encodes direction and speed via a gain-field. Because a similar encoding has been

shown in the posterior parietal cortex during saccades (Andersen et al., 1985), as

well as in the motor cortex during reaching (Paninski et al., 2004), our observation

in the cerebellum suggests a common principle of encoding in disparate regions of

the motor system. Finally, the gain-field encoding was present if we assumed a

specific anatomical organization: a cluster of P-cells that projected onto a single

nucleus neuron was composed of approximately equal numbers of bursting and

pausing P-cells, all sharing a common complex-spike property. Because the

complex-spikes of a P-cell are due to input from the inferior olive, the gain-field

encoding predicts that the oculomotor vermis is organized into clusters of P-cells

that share similar climbing fiber projections from the inferior olive. This in turn

suggests that motor memories are anatomically clustered in the cerebellum by the

errors that were experienced during movements (Herzfeld et al., 2014b).
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Figure 4.13: Gain-field encoding of saccade kinematics in the population response of
the P-cells disappeared if the P-cells were organized by their simple-spike activity. A.
In this analysis we assumed that a collection of 50 P-cells projected onto a single cFN
neuron, with the property that all the P-cells shared a similar simple-spike preferred
direction. Therefore, the cluster was organized based on the simple-spike properties
of the P-cells, not their complex-spike properties. B. The population response for
saccades made in the direction for which each P-cell showed the largest mean firing
rate (simple-spikes), for various saccade peak speeds. The peak population response
was not modulated with saccade speed. Error bars are boot-strap estimated SEM. C.
The population response for saccades made in the direction of maximal modulation.
For burst cells, this was the direction for which the P-cell showed the largest mean
firing rate, whereas for pause cells, this was the direction associated with the minimum
activity (largest pause). The peak population response was not modulated with
saccade speed when clusters were organized based on the direction of maximal simple-
spike modulation.
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5 CONCLUSIONS & FUTURE DIRECTIONS

Motor learning seeks to answer a fundamental question: how do we learn from

error? When a subject experiences an error during a motor task, they adapt their

next movement to compensate. Even when perturbations are random, trial-to-trial

changes in the motor output are still present (Marko et al., 2012; Izawa et al., 2008;

Donchin et al., 2003), demonstrating that on every movement the brain learns from

error.

Previous theoretical models of motor learning suggest that error-sensitivity,

which corresponds to the fraction of the error that the subject learns on the next

trial, is fixed both as a function of trial and as a function of error. That is,

regardless of the magnitude of the error that a subject experiences, that subject will

learn the same fractional amount of that error on the next trial. However, previous

results as well as our own experimental evidence suggests that this is not the

case (Marko et al., 2012; Fine and Thoroughman, 2006; Wei and Körding, 2009).

In Chapter 2, we suggest that the brain stores a previously unknown form of

motor memory: a memory of errors. Imagine that the brain makes a movement in

trial n, resulting in an error, e(n). The subject then updates their next motor

command, also resulting in an error, e(n+1). Given these two error signals, the brain

can evaluate whether the amount of adaptation (i.e., the level of error-sensitivity) is

appropriate for the error experienced in trial n. For instance, imagine that the

movement u(n) resulted in an undershoot of the target. If an updated movement,

u(n+1) also results in an undershoot, then the error-sensitivity associated with e(n)

needs to be larger. However, if u(n+1) resulted in an overshoot, then error-sensitivity

is too large and needs to be smaller.
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We show that human subjects use the history of prior errors to modulate

how much they are willing to learn from error. The simple computational rule that

governs manipulation of this error-sensitivity explains a host of previous motor

control results. In particular, our error-sensitivity hypothesis describes why subjects

learn faster following initial learning, savings. The model suggests that savings

occurs not because subjects recall the previous motor commands they produced

during initial learning, but rather recall the errors that they experienced, resulting

in higher error-sensitivity upon re-exposure. In addition, this model explains how

subjects are able to learn a perturbation faster than naïve even if they have never

experienced the motor commands required to compensate for the perturbation.

That is, the phenomenon of meta-learning can also be explained by a memory of

errors.

What region of the brain is responsible for maintaining this memory of

errors? In Chapter 3 we used non-invasive brain stimulation to manipulate the

process of learning a novel perturbation. We showed that positive (anodal)

stimulation of the cerebellum resulted in significantly faster motor learning of a

force-field perturbation. That is, when we increased the excitability of neurons in

the cerebellum, subjects tended to increase their error-sensitivity and learn the

perturbation faster. Conversely, when we applied negative (cathodal) stimulation of

the cerebellum, error-sensitivity decreased. Since cathodal stimulation has been

associated with reduced neuronal excitability, our results suggest that decreasing

the activity of neurons in the cerebellum results in lower error-sensitivity and

therefore slower motor learning.

We contrast these results with anodal and cathodal tDCS stimulation of the

primary motor cortex. Application of either anodal or cathodal stimulation did not

substantially alter the learning rate of subjects. Taken together, our results suggest

that the cerebellum is crucially responsible for determining error-sensitivity, and
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that the activity of cells within the cerebellum likely corresponds directly to how

much a subject is willing to learn from an error.

Our results, along with numerous previous results, provides a critical role for

the cerebellum in motor adaptation. Why has the neural basis of

cerebellar-dependent adaptation remained elusive? Much of the problem centers on

the role of Purkinje cells in the control of movement. Lesions and inactivations of

the cerebellum affect not only motor learning, but also accurate execution of

movements. These results lead to the hypothesis that the primary neurons of the

cerebellum should be related to movement parameters. However, decades of

recordings in the cerebellum do not provide compelling evidence that kinematics are

encoded in Purkinje cell firing rates. How can we begin to address the question of

motor adaptation, which entails a change in the encoding of movement kinematics,

without first identifying how Purkinje cells are affecting movements?

In Chapter 4, we provided a resolution to this problem: encoding of

kinematics is not present in the response of individual Purkinje cells, rather it is the

combined activity of populations of Purkinje cells via their projections to the deep

cerebellar nuclei that encodes movement parameters. Further, we suggest that the

subpopulation (micro-cluster) of neurons that project to an individual neuron in the

deep cerebellar nuclei are not selected at random, but rather share a common

preference for error via climbing fiber projections from the inferior olive. When the

cerebellum is organized in this fashion, a beautiful encoding of kinematics emerges.

Both the speed and direction of movement are encoded via a gain-field, which

appears to be a common type of encoding across multiple movement centers in the

primate brain. Using these results, we can begin to determine the neural substrates

of adaptation in the cerebellum.
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5.1 Future directions

The cerebellum is the key neural substrate for adaptation (Smith and Shadmehr,

2005; Criscimagna-Hemminger et al., 2010; Donchin et al., 2012) suggesting that the

responses of the major output neurons of the cerebellum, Purkinje cells, should

reflect the changes in movement that occur following an error. Classical theories of

cerebellar learning are based on three fundamental principles (Medina and

Lisberger, 2008). First, when a movement occurs and the result is an error, that

error is transmitted to the cerebellum via climbing fiber projections from neurons in

the inferior olive (Gilbert and Thach, 1977), resulting in complex spikes (CSs) in

P-cells. Second, the presence of a CS results in plasticity in the cerebellum, which

affects the generation of P-cell simple spikes (Ito, 2001). Finally, changes in the

responses of these cells affects neurons in the primary output structure of the

cerebellum, the deep cerebellar nuclei, resulting in a modification of motor behavior.

That is, there is a direct link between P-cell responses and movement. This

relationship is then modified following an error.

This hypothesis of motor learning, sometimes termed the Marr-Albus-Ito

hypothesis, has guided cerebellar research for the last half century. While this

hypothesis has many testable elements, the role of the cerebellum in motor

adaptation has remained unclear. For instance, this classical view of the cerebellar

learning suggestions that the role of complex spikes is to convey a prediction error

signal (Marr, 1969; Albus et al., 1971). Recent neurophysiological studies, however,

do not lend credence to this limited view of CS as merely an encoder of prediction

error. For instance, in a recent study, monkeys adapted their saccades (a rapid

movement of the eyes) to a constant visual perturbation (Catz et al., 2005). As the

monkey adapted, performance improved and the magnitude of the errors declined.

Yet, the probability of CSs in some P-cells increased, opposite of what was expected
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by a strict interpretation of the error-encoding hypothesis. Another study noted

that as saccade adaptation proceeded, errors decreased, yet there were no

corresponding changes in the average probability of CSs (Soetedjo and Fuchs, 2006).

Therefore, the role of CSs in adaptation remains more complicated than would be

predicted by the Marr-Albus-Ito hypothesis.

In addition, the classical theory of cerebellar learning implies a link between

the activity of P-cells in the cerebellum and behavior. That is, the activity of

P-cells directly affects the subject’s motor output and the relationship between

P-cell responses and behavior changes during learning. However, evidence linking

P-cell response and behavior has been lacking. For instance, accurate execution of

saccades depends critically on the oculomotor vermis (OMV) (Barash et al., 1999)

as well as its target in the caudal fastigial nucleus (cFN) (Goffart et al., 2004;

Kurzan et al., 1993; Pélisson et al., 2003). This leads to the prediction that P-cell

responses should be well correlated with the kinematic measures of the eye

movement. However, this encoding has historically remained unclear: P-cells show

little consistent modulation with respect to kinematic parameters such as saccade

amplitude (Ohtsuka and Noda, 1995; Helmchen and Büttner, 1995),

speed (Helmchen and Büttner, 1995; Kase et al., 1980; Thier et al., 2000), or

direction (Ohtsuka and Noda, 1995). Without a clear understanding of the encoding

of movement, the problem of learning from error, which entails a change in this

encoding, has been even more difficult to solve. However, our results in Chapter 4

now provide a framework that we can use to understand cerebellar adaptation.

5.1.1 Cerebellar organization provides clues for determining

the neurophysiological basis of adaptation

When we experience a movement error, this error is transmitted to the cerebellum

from the inferior olive via climbing fibers, resulting in complex spikes in Purkinje
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cells (Gilbert and Thach, 1977). A population of approximately 50 P-cells project to

a single neuron in the caudal fastial nucleus (Person and Raman, 2012). In

Chapter 4, we show evidence for a new model of cerebellar organization: P-cells

that project to a single nucleus neuron are not selected at random, but rather share

a common preference for error (see Fig. 4.5A). In this model, the encoding of

movement is not in the response of an individual P-cell, but rather in the combined

activity in this micro-cluster of 50 P-cells. Using this hypothesized anatomy, we

show that decoding of movement kinematics from micro-clusters of P-cells is now

possible (Herzfeld et al., 2015).

We suggest that adaptation may also be understood when P-cells are

organized using this hypothesized anatomy. When a movement error occurs,

complex spikes would occur in the set of micro-clusters which prefer that particular

error. Presence of a CS results in plasticity and affects the output of the

micro-cluster, and in turn behavior. That is, while changes in the simple-spike

responses of individual P-cells may be heterogeneous, we would expect to observe

consistent changes at the micro-cluster level. In summary, we may only be able to

understand execution of movements and adaptation when P-cell responses are

organized by their preference for error.

Cerebellar organization protects previously learned memories

Using behavioral psychophysics, in Chapter 2 we demonstrate that the brain stores

a previously unknown form of memory: a memory of errors. That is, the history of

the errors a subject experiences affects how much they are willing to learn from an

error in the future. This result provides an interesting interpretation of the

phenomenon of savings. Savings occurs because the subject experiences an set of

errors which are then re-experienced upon the second exposure, resulting in faster

learning than naïve. Importantly, washout of the perturbation following initial
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learning preserves this memory of errors. How can the cerebellum accomplish this

task? Using the hypothesized organization of the cerebellum described in

Chapter 4, we can begin to understand these results.

We have suggested that the cerebellum is organized into micro-clusters

wherein P-cells share a common preference for error. When a subject experiences a

perturbation (A), the errors they encounter tend to be in the same direction,

leading to complex spikes in a micro-cluster whose preference for error aligns with

those errors. During washout of (A), the errors experienced by the subject are

opposite the errors that were experienced during learning of (A). That is, the errors

during washout change direction. This change in direction will result in CSs in a

different micro-cluster of P-cells, and the original micro-cluster of P-cells will no

longer receive CSs. Therefore, the memory of perturbation (A) is functionally

distinct from the motor memory of washout. When the subject is re-exposed to

perturbation (A), the original micro-cluster is reengaged, leading to an improvement

in performance, or savings. Our hypothesized organization of the cerebellum shows

how the anatomy results in protection of previously learned motor memories,

providing a novel view of savings.

Linking complex spikes to adaptation

Previous studies have failed to provide a consistent link between CSs and error. For

instance, as monkeys adapt to a saccadic perturbation, the magnitude of the error

decreases. However, the probability of complex spikes as reported by previous

studies does not follow this decrease in error (Catz et al., 2005). How can we rectify

this result with our previous observations that complex spikes signal foveal error

(e.g., Fig. 4.3)?

Imagine that P-cells are organized into micro-clusters based on their

preference for foveal error, as demonstrated by the results in Chapter 4. P-cells are
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active for saccades in all directions (see Fig. 4.6). However, micro-cluster responses

are larger when the saccade is made in direction CS-off than CS-on. If we imagine

that the cerebellum is divided into many micro-clusters, each with a different error

preference, when the subject makes a saccade at least two micro-clusters are active:

one whose preference for error is close to the saccade direction and one whose

preferred error direction is opposite the saccade direction. How do these two

populations interact? We found anatomical evidence for a complex spike dependent

organization of P-cells (Fig. 4.11): an error vector to the right produces complex

spikes for P-cells on the left of the vermis, but an error vector to the left produces

complex spikes on the right of the vermis. Cells on the right of the vermis project to

cells in the right cFN whereas cells on the left project to left cFN. Activity in the

cFN is related to acceleration of the contralateral eye and deceleration of the

ipsilateral eye. Therefore, it is likely that the motion of the eye results from a

functional subtraction of activities of P-cell micro-clusters in their preferred and

anti-preferred directions.

When the subject makes a saccade to the left, the resulting saccade

kinematics are determine by the difference in the activities of the two micro-clusters

on the right (R) and left (L) sides of the cerebellum (e.g., R - L). We can

understand gain-down saccade adaptation as a decrease in the population activity of

(R), an increase in (L), or both. Conversely, inducing an increase in the gain of the

saccade could result from an increase in the activity of (R), a decrease in the

response (L), or a combination of the two.

Further imagine that the monkey is performing a saccadic task in which the

target is consistently stepped inwards during leftwards saccades. When the monkey

finishes their primary saccade, there is a foveal error pointing towards the right, and

the magnitude of this error decreases over the course of adaptation. We hypothesize

that, at the start of adaptation, when the error is large, the probability of CSs in
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the (R) micro-cluster will also be large (since the error is in the preferred CS

direction of the (R) micro-cluster). Conversely, the probability of CSs in the (L)

population will be substantially less than the baseline probability of CSs since the

error here resides in the (L) micro-cluster’s anti-preferred direction. As the monkey

adapts, the probability of CSs in the (R) micro-cluster will decrease whereas the

probability of CSs in the (L) micro-cluster will increase. If we were to average the

probability of CSs across multiple P-cells without first characterizing their preferred

error direction, then the probability of CSs would not precisely track the magnitude

of the saccadic error. However, by organizing P-cells by their preference for error, a

differential encoding of error emerges.

A large increase in the probability of CSs in population (R) would result in a

decrease in the simple-spike activity of this population. Conversely, the lack of a

baseline level of CSs in the (L) micro-cluster would result in an overall increase in

the simple-spike responses. Therefore, it is likely that adaptation is a combination

of changes in simple-spike activity whose direction is dependent on the preferred

error direction of each P-cells.

In this way, we can rectify the results of previous studies of saccadic

adaptation with the Marr-Albus-Ito hypothesis. Complex spikes do signal error,

however, this error is defined along a preferred direction. That is, the presence of a

complex spike represents the presence of an error along the cell’s preferred direction

whereas lack of complex spike (below baseline) signals an error in the anti-preferred

direction. Future studies can test these intriguing hypotheses.
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