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Vigor of Movements and the Cost of Time in Decision
Making

Jennie E. S. Choi,* Pavan A. Vaswani,?* and Reza Shadmehr!
Departments of 'Biomedical Engineering and ?Neuroscience, Laboratory for Computational Motor Control, Johns Hopkins University School of Medicine,
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If we assume that the purpose of a movement is to acquire a rewarding state, the duration of the movement carries a cost because it delays
acquisition of reward. For some people, passage of time carries a greater cost, as evidenced by how long they are willing to wait for a
rewarding outcome. These steep discounters are considered impulsive. Is there a relationship between cost of time in decision making
and cost of time in control of movements? Our theory predicts that people who are more impulsive should in general move faster than
subjects who are less impulsive. To test our idea, we considered elementary voluntary movements: saccades of the eye. We found that in
humans, saccadic vigor, assessed using velocity as a function of amplitude, was as much as 50% greater in one subject than another; that
is, some people consistently moved their eyes with high vigor. We measured the cost of time in a decision-making task in which the same
subjects were given a choice between smaller odds of success immediately and better odds if they waited. We measured how long they
were willing to wait to obtain the better odds and how much they increased their wait period after they failed. We found that people that
exhibited greater vigor in their movements tended to have a steep temporal discount function, as evidenced by their waiting patterns in

the decision-making task. The cost of time may be shared between decision making and motor control.
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Introduction

Among healthy people, there are similarities in how we walk,
reach, or move our eyes. To explain these regularities, theories
have suggested that the nervous system produces motor com-
mands to minimize metabolic costs (Hoyt and Taylor, 1981; Wil-
lis et al., 2005) or kinematic variability (Harris and Wolpert,
1998). Yet these theories cannot explain the fact that people (Xu-
Wilson et al., 2009) and other primates (Kawagoe et al., 1998;
Takikawa et al., 2002; Opris et al., 2011) move sooner or faster
when there is an opportunity to acquire a greater amount of
reward. For example, people produce saccades that have higher
velocities in environments that offer greater rate of reward (Haith
etal., 2012), and walk faster in cities that have a larger population
(Bornstein and Bornstein, 1976). These observations suggest that
in addition to efficiency and variability, the reward landscape
affects the speed with which we move (Niv et al., 2007).

In principle, why should reward affect speed of movements? If
we assume that the purpose of any movement is to arrive at a
more rewarding state, then movement duration carries a cost,
because passage of time discounts reward; that is, it is better to
receive the reward sooner rather than later. Therefore, a move-
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ment that takes longer to complete produces a greater devalua-
tion of reward. Motor commands that guide a movement may be
abalance between a desire to reduce inaccuracy (move slowly and
improve precision) and a desire to maximize reward (move
quickly and get reward sooner; Shadmehr et al., 2010).

Suppose that we have two subjects who have similar biome-
chanics, but who temporally discount reward differently. The
theory predicts that the subject who discounts reward steeply
should generally move faster (Shadmehr and Mussa-Ivaldi,
2012). Indeed, in populations in which development or disease
affects temporal discounting, there are between-population dif-
ferences in saccade velocity (Shadmehr et al., 2010). The critical
question, however, is whether the between-subject differences in
movement are related to between-subject differences in dis-
counting of reward.

A temporal discount function can be measured in scenarios in
which subjects compare a rewarding state that can be attained
soon, with a more rewarding state that can be attained later (Mil-
lar and Navarick, 1984; Myerson and Green, 1995). For example,
suppose that you purchased a new device and are offered a choice:
you may have your device now, or you may wait a day and get the
device engraved with your name. Which one would you prefer?
The person with a steeper discount function would forgo the
engraving and take the device home today.

Here, we measured saccadic eye movements and observed
that some people moved their eyes with a peak velocity that was
50% faster than others. This difference was consistent in repeated
measurements, appearing to be a trait. We then estimated tem-
poral discounting in a decision-making task in which people de-
cided how long to wait to improve their odds of success. In our
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task, every choice resulted in a real and immediate consequence,
reinforcing the choice and affecting subsequent choices. We
found that people with faster movements, as evidenced by sac-
cade velocities, also tended to have a steep temporal discount
function, as evidenced by the shorter periods of time they chose
to wait to obtain additional reward.

Materials and Methods

Each subject sat in a darkened room in front of a CRT monitor (36.5 X
27.5 cm, 1024 X 768 pixel, light gray background, 120 Hz frame rate)
with their head restrained using a dental bite bar. Visual targets (black;
diameter, 1°) were presented on a CRT monitor with Matlab 7.4 (Math-
Works) using Psychophysics Toolbox 3. The screen was placed at a dis-
tance of 31 cm from the subject’s face, and an EyeLink 1000 (SR
Research) infrared camera recording system (sampling rate, 1000 Hz)
was used to record movement of the right eye. The experiments were
approved by the Johns Hopkins Institutional Review Board. Volunteers
were healthy with no known neurological disorders.

We wished to answer two questions: (1) How much did movement
vigor, as measured by peak saccade velocity as a function of amplitude,
vary across healthy individuals? And (2) was an individual’s temporal
discounting of reward as measured in a decision-making task a predictor
of that individual’s movement vigor? Twenty-three volunteers (14 fe-
males, 26.9 = 6.8 years old, mean * SD) participated in our two-part
study, which was conducted on two separate days.

Part 1: movement vigor. In this part of the experiment, we wished to
determine the range of movement speeds across our population of
healthy individuals. We measured the kinematics of saccadic eye move-
ments and determined the within-subject reproducibility of these move-
ments and between-subject differences. Targets that were 5, 10, 15, 20,
25, 30, 35, or 40° apart on the horizontal axis were presented on a CRT
monitor, centered on the midline of the right eye. Target amplitudes were
ordered pseudorandomly in a blockwise fashion. Each target was pre-
sented 30 times in a row, resulting in 29 saccades. (We discarded the first
saccade because this saccade was from a midline location to the first
target and therefore was half the target amplitude.)

A trial began with display of a fixation spot. Our instructions were as
follows: “A sequence of targets will appear on the screen. Please look at
each target and maintain fixation until you see the next target.” Each
target was displayed for 1 s plus a random time distributed uniformly
over —100 to 100 ms (Fig. 1A). Appearance of the target acted as a go cue.
We did not enforce any gaze precision requirements; subjects received
only the verbal instruction to look at the targets. The subjects received a
short break after completion of two target amplitude blocks.

To assess the reproducibility of our results, five of the subjects were
examined repeatedly on this task on 4 separate days. To ensure that time
of day was not a factor, we selected four test times during the day (ranging
from early morning to late afternoon) and tested each of these five sub-
jects once on each test time.

To define vigor, we considered the peak velocity of saccades as a func-
tion of saccade amplitude. We measured amplitude via end point dis-
placement of the eye, with positive displacement indicating temporal
saccades and negative displacement indicating nasal saccades. Saccade
peak velocity tends to increase as amplitude increases and saturates
around 30°. As we will show, the between-subject differences in the ve-
locity—amplitude function is accurately summarized by a scaling factor.
Let us label the across-subject mean of the velocity—amplitude function
as g(x), where x is end point displacement and g(x) describes the relation-
ship between displacement and average velocity across the population:

g(x) = E[v(x)]. (1)

In Equation 1, E[ ] is the expected value operator, computing the across-
subject mean of the velocity—amplitude relationship. We will show that
each subject’s velocity—amplitude relationship is a scaled version of this
function; that is, for subject 7, peak velocity at displacement x is described
by the following:

vi(x) = a;g(x)- (2)
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Figure1.  Experimental protocol. 4, Part 1 of the experiment: measurement of saccade vigor. The

trial began with a fixation spot of 0.5°, and then presentation of a target spot of 0.5° at a given
displacement along the horizontal axis. Targets were presented for 15 plus or minus a random time
period. The targets were centered about the midline of the right eye. B, Part 2 of the experiment:
measurement of temporal discount function. The trial began with a central fixation spot. Two targets
were presented at 20° from fixation along with an instruction at the fixation spot indicating which
target was the direction of the correct saccade. In Blocks 3—6 s, there was a 25% probability that
following a variable delay period a second instruction would be given, indicating that the previously
instructed saccade should be canceled. The delay period was adaptively adjusted to the success and
failure of the subject on previous trials: success made the delay period 30 ms longer. The experiment
attempted to measure the length of time the subject was willing to wait to improve their probability
of success. €, Schedule of instruction probabilities in Part 2 of the experiment.

The scale factor «; is our proxy for vigor of saccades for subject i.
Saccade beginning and end were marked using a 30°/s velocity threshold
(held for at least 4 ms). We used the following criteria to accept a saccade:
no blinking during the saccade, displacement of <100°, and peak velocity
of <1500°%s.
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Part 2: temporal discount function. There are two classes of experiments
that are used to measure temporal discounting in humans (Navarick,
2004). In one class, subjects are presented with potentially rewarding
outcomes, the resulting choice is measured, and the consequences are
immediately applied. The key element of this “operant class” of experi-
ments is that the choices have real and immediate consequences that are
experienced before any other choices are made. These consequences act
as reinforcements or punishments, which then affect the next choice. All
experiments in animals and some experiments in humans (Jimura et al.,
2009) are of this class.

In the “nonoperant” class of experiments, rewarding states are pre-
sented (often small amounts of money soon vs larger amounts later) and
a choice is measured, but the consequences of that choice are not expe-
rienced before the next choice is made. This is because the delay associ-
ated with the two rewarding states is typically days or weeks (rather than
seconds, as in the operant experiments). Furthermore, nearly all rewards
are hypothetical. However, participants are sometimes instructed that a
couple of their choices will be selected for real payment after the session.
Importantly, because all decisions are made before the money is received,
the reward or punishment is not a reinforcement that affects the subse-
quent choices that are made in the experiment.

Here, we designed an experiment to measure temporal discounting
that relied on the operant procedure. Every choice produced immediate
and real consequences that in case of success could positively reinforce
the choice, and in case of failure could negatively reinforce the choice.
Using a model (described later), we predicted how the consequence of
each choice would affect the subsequent choice, and how this trial-to-
trial effect would be a proxy for the steepness of the temporal discount
function.

Let us explain our task first intuitively, and then in a mathematical
framework (in Results). Imagine joining a line where one has to wait to
experience an event. We join the line with a prior belief regarding how
long we have to wait. In our task, we control this prior belief by manip-
ulating the history of when that event takes place. As we wait in line, with
the passage of time we update our expectation of how much longer we
have to wait. At some point, we may decide that the waiting is not worth-
while and leave the line. According to our model, the time at which we
abandon the line is the time at which the temporally discounted value of
reward has reached and passed a local maximum. The time when we
abandon the line is a measure that will act as a proxy for the steepness of
the temporal discount function.

Our task is shown in Figure 1B. Subjects were instructed to look at the
central fixation spot (0.5°) presented for 500 ms. Subjects were instructed
as follows: “If the central fixation spot turns into an X, move your eyes to
look at the target on the right. If the central fixation point turns into an O,
move your eyes to look at the target on the left.” Next, we presented two
visual targets of size 0.5° at =20°, along with an instruction at the fixation
spot indicating which target the subject should saccade to: an “X” in-
structed a saccade to the right target, and an “O” instructed a saccade to
the left target.

The experiment consisted of seven blocks of 64 trials. In the first two
blocks, the subjects were told to respond to the center instruction by
making a saccade to the appropriate target. In the first block, while sub-
jects were learning the instruction, if a saccade was made in the wrong
direction, the computer played a distinct tone to indicate an error had
been made. After the first block, subjects were not given feedback regard-
ing movement direction; however, they made saccades in the wrong
direction on only 1.0 = 0.2% (mean * SEM across subjects) of trials after
the first block. Visual observation of the target and the error tone were
the main sources of feedback in this task.

Before the start of the third block, the subjects were given new instruc-
tions: “For some of the trials, the first instruction may be followed, after
adelay, by a tone [the second instruction]. Occurrence of this tone means
that the first instruction has been canceled and replaced. In this case, you
should continue fixation.” In Blocks 3—6, on 25% of the trials after a
variable delay period, the instruction changed, signaled by a distinct
sound. This instruction-change cue was different from the error tone.
Success or failure on these trials was determined only by whether subjects
responded to the instruction-change cue, and was independent of the
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saccade direction. Therefore, if the subject followed the first instruction
and made a saccade, and the instruction did not change, that trial was a
success. If the subject followed the first instruction but the instruction
changed, then the trial was a failure, and the error tone, the same as that
from Block 1, was played. If the subject waited, maintaining fixation
despite the first instruction, and subsequently the instruction changed,
then the trial was a success. The only feedback was the success or failure of
the current trial determined only by whether or not the subject made a
saccade, indicated by the error tone. Making a saccade in the incorrect
direction was not penalized, though this happened rarely. We did not
provide scores regarding the number of successful trials or any other
cumulative feedback. In the final block, the instruction did not change,
but the subjects were not provided verbal information regarding this fact.

If one was to react only to the first instruction, then one was successful
with 75% probability. Waiting for the second instruction improves the
probability of success by 25%. How long would an individual be willing
to wait to improve their odds? The variable of interest was the delay
period that could be sustained by each individual. The instruction-
change delay period started at 200 ms for all subjects. If on the
instruction-change trial the subject was successful (i.e., the subject had
waited), the instruction-change delay increased by 30 ms, requiring them
to wait longer in the future. If on the instruction-change trial the subject
failed, the instruction-change delay decreased by 30 ms. Therefore, with
this adaptive algorithm we attempted to find how long the subject was
willing to wait to acquire the greater odds of success. A formal analysis of
this task is provided in Results.

Each trial was 2.5 s in duration. This duration was fixed regardless of
events that occurred in that trial. In this way, both the subject that waited
a brief period of time for the second instruction and the subject that
waited a long period experienced the same total experiment time and the
same overall rate of movement.

After completion of the task, subjects filled out two questionnaires that
are commonly used to measure impulsivity as a psychological profile.
These questionnaires are the Barratt Impulsiveness Scale (BIS-11; Patton
et al., 1995) and the I7 Impulsiveness Questionnaire (Eysenck et al.,
1985). For the I7 questionnaire, we did not use the components in the
empathy category.

Modeling. We considered a model to describe the process of decision
making in this task. This model is described in Equations 5-9 in Results.
As a trial began, the model decided at what time it would move using its
temporal discount function and expected probability of success, given
the expected arrival time of the second instruction. As time progressed
(in 1 ms increments), the model truncated its expectation of the proba-
bility of the time of the second instruction, updated its desired movement
time, and, if the desired movement time was at the current time or
sooner, responded to the first instruction, i.e., stopped waiting. Other-
wise, the model waited. If the model moved before the arrival of the
second instruction (a failed trial), the delay of the second instruction was
reduced by 30 ms, as in our experiment. Otherwise (a successful trial), the
delay was increased by 30 ms. Our model changed its estimate of A, the
expected arrival time of the second instruction, only in trials in which
there was a second instruction. Therefore, we simulated our model with
64 trials in which the instruction changed.

Results

In Part 1 of our experiment we asked whether there were consis-
tencies in the saccade velocities of healthy individuals across sev-
eral amplitudes. Using these velocities, we defined a measure of
movement vigor for each subject. In Part 2 we asked whether an
individual’s temporal discounting of reward, as measured in a
decision-making task, was a predictor of that individual’s move-
ment vigor.

Between-subject differences in movement velocities

Figure 2A shows the eye velocity trajectories of two representative
subjects during saccades of various amplitudes. Saccade peak ve-
locity and duration increased with amplitude in both subjects,
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displacement on each day was the within-
subject factor and subject identity was the
between-subject factor. We found signifi-
cant effect of subject identity (F, s, =
22,5, p < 107°), and a subject-by-
displacement interaction (Fgg 555y = 45.5,
p < 107°). This indicates that there were
highly significant between-subject differ-
ences in the amplitude—velocity relation-
ship of saccades: day after day, some
subjects moved their eyes with reliably
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higher velocities than others.

To quantify the consistency of veloci-
ties within a subject, we asked whether
peak velocities are more variable within or
across subjects. We measured the SD of
peak velocity at a given displacement for
each subject. The resulting within-subject
distribution is shown in Figure 2C (blue
line). In comparison, consider the across-
subject distribution of peak velocities
(Fig. 2C, black line). The across-subject
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Figure 2.

but for any given amplitude, Subject 4H had peak velocities
that were higher than those of Subject 16P. One way to sum-
marize these data is to consider peak velocity as a function of
end point displacement for each subject. Figure 2B provides
these data for five representative subjects, measured over 4 d.
In this figure, each line represents data from one subject on
1d.

We first asked whether there were significant between-
subject differences in the saccade peak velocity—amplitude re-
lationship. To determine whether the between-subject
differences were statistically robust, we performed a one-way re-
peated measure ANOVA on peak velocity measurements where

Displacement (deg)

0.7 4 —m—rr—r——r—rrr—
-800- 1 5 10
Subject order (sorted by vigor)

Vigor of saccades. A, Average eye velocity traces for horizontal saccades of various amplitudes for two representative
subjects. Saccades were averaged for each amplitude in 5° increments, centered at 5 to 40°. Recordings are from the right eye.
Negative velocities refer to nasal saccades. B, Peak velocity versus end point displacement of the eye during saccades for five
subjects that were examined on four separate days. Each line represents data from one subject on 1d, and each color is one subject.
C, Within-subject variability of peak velocity and across-subject variability of peak velocity as functions of displacement. The error
bars represent 1 SEM. The black line is the across-subject measured variability, and the red line is the variability accounted for using
the model of Equation 2. Peak velocity was much less variable within a subject than across subjects. D, Peak velocity— displacement
relationship for all subjects. Each line represents the data for a single subject. The thick line s the across-subject mean, and the black
region is =1 SEM. The velocity— displacement relationship for each subject appears to be a multiplicative scaling of the mean
function. E, The distribution of vigor of saccades, as defined in Equation 2, across the population of subjects. A vigor of 1 represents
the mean of the population. Error bars are 95% confidence intervals in estimating vigor for each subject.

1 subject SD. At all displacements, a ¢ test
0 20 40

produced a significant difference in the
comparison of the within- and between-
subject measures (in all cases, p < 0.0015).
A Bonferroni-Holm correction of the p
+ + values for the m = 16 family of multiple
comparisons demonstrated that the dif-
ferences remained significant after this
correction. Therefore, peak velocity was
much less variable within a subject than
across subjects. This implies that individ-
uals have a characteristic, trait-like veloc-
ity with which they move their eyes.
18 20 Movement vigor
The data in Figure 2B suggest that the
between-subject differences in velocity
may be summarized by a scaling factor. To
see this, consider the velocity—displace-
ment relationship for all subjects, as
shown in Figure 2D. The heavy black line
is the across-subject mean of the data. Let
us label this across-subject mean as g(x),
where x is end point displacement, and
g(x) describes the relationship between
displacement and average velocity across
the population. In Equation 2, we hypoth-
esized that each subject’s velocity—dis-
placement relationship is a scaled version of this function, where
the scaling factor «; is our proxy for vigor of saccades for subject
i. To test whether Equation 1 is an accurate representation of the
data in Figure 2D, we found the parameter «; that in a least-
squares sense best fitted the amplitude—velocity data for subject i.
Next, we used Equation 2 to predict the between-subject SD of
saccade velocities as a function of displacement:

SD[v(x)] = SD[a]|g(x)|. (3)

In Equation 3, | | indicates absolute value, and SD[] is the SD
operator. We then compared the predicted SD—displacement re-
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lationship of Equation 3 (modeled across subjects, red line; Fig.
2C) with the actual relationship (measured across subjects, black
line; Fig. 2C). We found that the model and data correlated at r =
0.94, F(; 14 = 116, and p < 10 ~°. The goodness of fit of our
model of vigor for each subject is shown by the confidence inter-
vals in Figure 2E, and the resulting distribution of saccade vigor,
i.e., parameter a, is shown in the inset of Figure 2E. Therefore, it
appears that Equation 2 is a reasonable representation of the
velocity—displacement data of each subject and the parameter «
can be used as a measure of the vigor of each subjects’ eye
movements.

We wondered whether differences in vigor are related to dif-
ferences in end point variability; that is, do people who have
higher vigor move their eyes with less accuracy? We compared
mean SD of saccade end points across all target distances with
vigor and found that increased vigor did not correspond to more
variability (F(, 5,y < 1,p = 0.99). Therefore, accuracy is not a cost
that can readily account for between-subject differences in vigor.

Ifthere is a general cost of time for control of movements, then
subjects that exhibit a greater vigor (and therefore a greater cost
of time) may also exhibit a faster reaction time (RT). We observed
a trend in this direction, but the trend was not statistically signif-
icant (r= —0.28, F, ,,) = 1.76, p = 0.20); that is, people who had
higher vigor did not react faster to a stimulus.

Estimating the temporal discount function

It is possible that between-subject differences in movement vigor
are related to between-subject differences in the reward system of
the brain (Shadmehr et al., 2010): populations that show in-
creased saccade velocity may also exhibit increased rates of tem-
poral discounting in decision-making tasks. For example, rhesus
monkeys have saccade velocities that are about twice as fast as
those of humans (Straube et al., 1997; Chen-Harris et al., 2008).
Monkeys have eye biomechanics that are somewhat different
from those of humans (Fuchs et al., 1988), but once these differ-
ences are accounted for, there remains persistent differences in
movement vigor (Shadmehr et al., 2010). Intriguingly, monkeys
exhibit a greater temporal discount rate: when making a choice
between stimuli that promise juice over a range of tens of sec-
onds, thirsty monkeys (Kobayashi and Schultz, 2008; Hwang et
al., 2009) exhibit discounts rates that are higher than those of
thirsty humans (Jimura et al., 2009).

Let us define temporal discounting as follows:

V(r, to + t) = V(r, ty) F(1). (4)

The value of reward at current time t,, written as V(r, t,), is discounted
by a function F(¢) to produce value at time ¢, + ¢, with F(0) = 1.
Suppose Subject 1 is given a choice between a small amount of re-
ward now (r, t,) and a large amount of reward later (r + R, t, + 1),
and this subject picks the smaller reward. In comparison, Subject 2 is
given the same choice, but picks the larger reward. In this choice, Subject
1 is more impulsive, preferring the sooner but smaller reward. There-
fore, for Subject 1, V,(r, t)) < V,(r + R, t,)F,(t), whereas for Subject 2,
V,(1,ty) < V,(r+ R, t,)F,(1). If we assume that the two subjects value
a given reward equally at the current time, i.e., V,(r, 1)) = V,(1, ),
then we infer that the temporal discount function of Subject 1 deval-
ues reward more than Subject 2, F,(t) < F,(t), which implies that
Subject 1 is a steeper discounter. According to our hypothesis, Sub-
ject 1 should generally move with greater velocity than Subject 2.
To test this prediction, we designed a task to measure tempo-
ral discounting (Fig. 1B). A critical component of our task was
that each choice produced an immediate and real consequence
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(success or failure), which was experienced before the next
choice. As we will see, the consequence of the choice affects the
next choice, and this trial-to-trial change in behavior is related to
the individual’s temporal discount function.

On each trial subjects were given instructions to make a move-
ment. However, on some fraction of trials € after some time delay
A, there was a second instruction. On trials with only a single
instruction, one was successful by following that instruction. On
trials with a second instruction, one was successful only after
waiting for that instruction. The subjects did not know whether a
trial had one or two instructions. Only by waiting the subjects
discovered the nature of the trial. The result of each trial, success
or failure, reinforced the choice that was made.

The probability of success in a trial increased with waiting.
The probability of success, given that the second instruction came
at A seconds, was described by a logistic function:

)
1 + exp(—b(t — 7 — A)

(5)

Pr (success |A) = (1 — &) +

In Equation (5), ¢ is the fraction of trials in which there is a
second instruction, 7is the amount of time it takes to respond to
the second instruction (i.e., reaction time), ¢ is the time at which
the movement takes place, and b reflects the variance in the ability
of a subject to reproduce the predicted timing of the second in-
struction. In this experiment, € = 0.25. In our simulations 7= 0.1
was used, reflecting the approximate response time (~110 ms,
see Reaction to the instruction-change cue, below) to the second
instruction. We also used b = 100 Hz, which corresponds to an
SD in the estimate of time of ~17 ms. This is similar to estimates
of the SD of the ability of subjects to produce a time interval in
prior work (17 ms for 400 ms intervals; Ivry and Hazeltine, 1995).
We have plotted Equation 5 via a blue curve in Figure 3A. The
longer one waited before making a movement, the higher the
chances of success.

Suppose that from the history of previous trials, the subject
estimates the time A that the second instruction will come. For
example, in Figure 3A (top row) the subject expects that the
second instruction will come at a time as shown by the red distri-
bution, labeled as p(A[f). A is the median of this distribution, and
this is the best guess, at current time ¢, regarding when the second
instruction will come. If the subject’s objective is to maximize the
probability of success, then the subject would wait indefinitely on
each trial. However, suppose time discounts reward such that we
have the following:

F(t) = (6)

1 + Bt

Equation 6 is a temporal discount function, representing hyper-
bolic discounting of reward. This function is shown by the green
line in Figure 3A. Consider two hypothetical subjects: one who
has a steep discount function (large 8 = 0.58), as shown in the left
column of Figure 3A, and one who has a shallow discount func-
tion, as shown in the right column of Figure 3A (small B = 0.2).
These two values of B were selected to illustrate the differences in
the behavior of subjects with steep and shallow discount func-
tions. Using probability of success and their personal temporal
discount function, the two subjects choose the amount of time
they are willing to wait so that they maximize the discounted
value of success:
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Figure3. Performance of two simulated subjects (one a steep discounter and one a shallow discounter) in the decision-making task. A, Based on the history of previous trials and the current time
twithin the trial, the subject estimates the time A the second instruction will come. This s represented by the red distribution and is labeled as p(A | 7). A is the median of this distribution (dotted
redline). The probability of success (blue line) is 0.75, and rises to 1.0 after A. The temporal discount function is represented by a hyperbola (green line) for each subject and discounts the probability
of success to produce the value represented by the pink line. For these two subjects, £, (f) << F,(t). As the trial starts, t = 0 (top row), both subjects estimate that the time of the second instruction
willbe A = 400 ms. For hoth subjects it is worthwhile to wait because the peak of the discounted probability Pr(success | A)F(¢) is in the future. The time of this peak is labeled t*. As they wait and
time passes, the probability distribution p(A | £) becomes truncated because the time of the second instruction cannot be in the past (second row). As a result, A shifts to the right (dotted red line).
This change causes a change in the probability of success (blue curve), as well as the discounted probability of success (red curve). After 400 ms of waiting, the steep (Figure legend continues.)
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t* = arg max {Pr (success | A) F(1)}. (7)

The discounted value of success is plotted via the pink curve in
the top row of Figure 3A, and the optimum wait time #* is labeled
with an arrow.

Let us illustrate how these two hypothetical subjects would
behave on a given trial. As trial n starts, i.e., t = 0, suppose both
subjects estimate that the second instruction will come at A = 400
ms; the median of the probability distribution p(A | t). The dis-
tribution p(A | £) was simulated as a Gaussian with a mean of 400
ms and SD of 25 ms. This SD is similar to the SD of subjects’
perceptions of 400 ms time intervals in prior work [20.3 m in the
study by Ivry and Hazeltine (1995); ~32 ms in the study by
Westheimer (1999)].

For this A, at ¢ = 0 the optimum amount of time to wait is in
the future (Eq. 7): the discounted value of success Pr(suc-
cess | A)F, (1) for both subjects has a maximum that lies in the
future. Therefore, both subjects wait. As they wait and time
passes, the probability distribution p(A | £) becomes truncated
because the time of the second instruction cannot be in the past
(Fig. 3A, second row). This means that as time passes in the trial
and the subject waits, A is not constant, but becomes larger,
reflecting the median of the now truncated p(A | ):

A(t) = Median[p (A ] 1t)]. (8)

This change in A (dotted red line) causes a change in the proba-
bility of success (blue curve), which in turn produces a change in
the discounted probability of success (pink curve). The second
row of Figure 3A shows discounted value of success at t = 410 ms.
At this time (i.e., 410 ms into the trial), for the impatient subject
(steep discounter) the peak discounted value is no longer in the
future, but is in the past (the red arrow is now at t = 0). The
impatient subject stops waiting and initiates their movement,
responding to the first instruction. The time of the movement
represents the saccade latency of this subject. In contrast, for the
person with the shallow discount function (patient discounter),
at time t = 410 ms the discounted value of success has a maxi-
mum that is still in the future. This person will continue to wait.

In our task, the time of the second instruction, represented by
A, was adjusted so that it tracked the amount of time each subject
was willing to wait. If the second instruction occurred and the
subject had waited for it (successful trial), A was increased by 30
ms. If the second instruction occurred and the subject had not
waited for it (failed trial), A was decreased by 30 ms. Using the
temporal discount functions shown in Figure 3A, we simulated
the behavior of the two hypothetical subjects, as shown in Figure

<«

(Figure legend continued.)  discounter has a discounted success function with a peak that is
now in the past. This subject will stop waiting and respond to the first instruction. The shallow
discounter, however, still has a discounted probability function with a peak thatis in the future.
For this subject, the optimum action s still in the future. This subject will continue to wait. B,
Simulated decision making of the two subjects. Saccade latency (blue line) is the time that the
simulated subject decided to move. On every trial with a second instruction, the delay A was
adjusted (increased by 30 ms if the subject’s decision resulted in success, decreased by 30 ms if
the subject’s decision resulted in failure). The steep discounter reached a maximum delay time
that was much less than that of the shallow discounter. ¢, We simulated various discount rates
and computed the final latency achieved for each discount function. Steeper discounters are
expected to have smaller asymptotic latencies, i.e., wait shorter periods of time. D, Average
trial-to-trial change in latency following a failed trial (a trial in which the second instruction
arrived, but the simulated subject had chosen not to wait) for the first block (16 trials) for 100
simulated subjects. After a failed trial, shallow discounters increase their latency by a larger
amount than steep discounters.
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3B. After a trial in which the second instruction occurred, regard-
less of success or failure, the model updated its expectation of the
time of this event as follows, where, in our simulations, n = 0.7:

A(n+l) — A(n) + n(A(ﬂ) _ A(n))‘ (9)

In the simulated steep discounter, A reached a maximum of
~400 ms, whereas in the simulated shallow discounter, A
reached a maximum of ~1400 ms. In Figure 3C, we have plotted
the asymptotic value of latency for various temporal discount
rates. The y-axis of this figure indicates the final saccade latency in
the simulated experiment. The model suggests that at the end of
the experiment, a subject that has a shallow temporal discount
function will have a longer saccade latency, i.e., will wait longer to
respond to the first instruction, than a subject that has a steep
temporal discount function.

Whereas the simulations in Figure 3C describe the asymptotic
behavior of our simulated subjects, the model also makes an in-
teresting prediction with regard to trial-to-trial change in behav-
ior, in particular near the start of the experiment. Suppose that on
trial n, both of our hypothetical subjects predict that the second
instruction will come at time A. Further suppose that in fact the
second instruction comes at a time A, later than expected. The
two subjects have the same prediction error, and both shift their
estimate A for the next trial, n + 1 (Eq. 9). Because of the shape of
the discount functions, this change in A produces a small trial-
to-trial change in the latency for the steep discounter, but a larger
change in latency for the shallow discounter. To illustrate this
idea, we ran our model for various discount functions and fo-
cused on the latencies in the first block of trials with a second
instruction. We computed how much the simulated subjects
changed their latency in response to a trial in which the second
instruction occurred but they did not wait for it; that is, we com-
puted the change in behavior in response to a failed trial. The
results are shown in Figure 3D. The model predicted that subjects
with shallow temporal discount functions should respond to a
failed trial with relatively large change in latency, whereas steep
discounters should show a small change in latency.

Our simulations also illustrate that the change in latency in
response to a failed trial is a steeper function of temporal dis-
counting than asymptotic latency. For example, the ability of the
model to distinguish a 0.35 discounter from a 0.45 discounter
is about four times better with the change in latency measure
compared to the asymptotic latency measure. This implies that
for two people who are near the mean of the population, small
differences in temporal discount rates will be more easily ob-
served in terms of change in latency compared to asymptotic
latency.

In summary, the results of the decision-making task provide
two proxies for the rate of temporal discounting: trial-to-trial
change in latency following a failed trial as expressed early in the
experiment, and asymptotic latency as expressed late in the
experiment.

Relationship between vigor and willingness to wait

To verify the validity of our vigor model, we first asked to what
extent the vigor estimate for a subject in Experiment 1 was a
predictor of their saccade peak velocities in Experiment 2. (The
experiments were conducted on separate days.) We computed
the mean saccade velocities in the first two blocks of Experiment
2 (i.e., baseline blocks) and found that vigor in Experiment 1 was
strongly correlated with velocities recorded in Experiment 2 (r =
0.89, F(; 51, = 81.9,p < 10 7).
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Figure 4.

Relationship between willingness to wait and movement vigor. 4, Latency of saccades and delay of the second instruction for two subjects. (Saccade velocities of these subjects, as

measured in Part 1 of the experiment, are shown in Fig. 2A.) The vertical lines denote breaks between blocks. Saccade latencies are shown with black dots, and the latency of the instruction-change
cue is shown with red dots. B, Trial-to-trial change in saccade latency in response to an error trial, i.e., a trial in which a second instruction occurred but the subject chose not to wait. The latencies
were measured in the third block of the experiment (first block in which the second instruction occurred). Following an error trial, people who exhibited lower vigor tended to increase their wait time
by a larger amount. €, Trial-to-trial change in saccade latency in response to an error trial, normalized with respect to change in latency in trials in which the second instruction occurred and the
subjects had waited for it; that is, this measure quantifies behavioral change in response to an error trial, minus the change with respect to a successful trial. The latencies were measured in the third
block of the experiment (first block in which the second instruction occurred). D, Relationship between asymptotic delay of the second instruction and saccade vigor. The delays were measured
during the last half of the final block of trials in which there was a second instruction (Block 6). Data are mean == SEM for latency and delay and mean == SD for vigor. Blue lines show the results of

linear regression.

Saccade latencies of two subjects in Experiment 2 are shown in
Figure 4A. (These subjects are the same ones for which we dis-
played saccade velocities in Fig. 2A.) In the first two blocks, the
probability of a second instruction was zero. In the subsequent
four blocks, this probability increased to 0.25. At the start of the
third block, A, representing the delay to the second instruction,
was 200 ms. By the end of the sixth block, A had increased to

~250 ms for Subject 4H, whereas it had increased to ~900 ms for
Subject 16P.

Our model suggested two proxies for the rate of temporal
discount function: change in latency early in the experiment fol-
lowing a failed trial and asymptotic latency late in the experiment.
For change in latency, we focused on the first instruction-change
block (third block overall) because latency changes became
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smaller as the experiment proceeded (paired ¢ test, latency change
following a failed trial, first block with a second instruction vs last
block with a second instruction, t = 2.62, p = 0.016) and because
at this point in the experiment, subjects have similar instruction-
change delays (vigor vs instruction-change cue delay, r = —0.31,
p = 0.15). For every failed trial (in the first block in which the
second instruction occurred), we computed the change in latency
from the single-instruction trial before to the single-instruction
trial after. We found that subjects who displayed more vigor in
their saccades tended to have a small change in latency, as shown
in Figure 4B (r = —0.61, F(, ,,, = 12.3, p = 0.002). This relation-
ship was maintained when we normalized the change in latency
with respect to successful trials (trials in which the second in-
struction occurred and the subject waited). We computed the
change in latency following a failed trial and subtracted from it
the change in latency following a successful trial. The subjects
who displayed more vigor in their saccades had a strong tendency
to exhibit a small change in this normalized measure of latency, as
shown in Figure 4C (r = —0.69, F(, ,;) = 19.2, p = 0.0003); that
is, people with high vigor were less willing to increase their la-
tency following a failed trial, i.e., less willing to wait longer to
improve their odds of success.

A second variable of interest was the asymptotic value of the
instruction delay. We quantified this by taking the mean delay
during the last half of the final block in which the second instruc-
tion occurred. Across our sample of volunteers, we found a neg-
ative correlation between the instruction delay and movement
vigor: people who had higher saccade vigor tended to achieve a
short instruction delay (Fig. 4D; r = —0.47, F, ,;) = 5.8, p =
0.025). A similar result was found when we compared vigor with
the maximum instruction delay achieved by each subject (r =
—0.49, F(1 51, = 6.74, p = 0.017).

Individual differences in valuations of immediate reward

In our model of temporal discounting, we assumed that the value
of a delayed reward depended on its immediate value, multiplied
by a function that discounted this value as a function of time
(Equation 4). We made the assumption that two subjects differed
in the rate of temporal discounting, but not the immediate value.
In other words, we assumed that subjects did not differ in how
they valued success in a given trial in which they did not have to
wait (V in Equation 4). Is there a way to verify this assumption?

Generally, if one action is valued more than another, people
(Milstein and Dorris, 2007) and animals (Tachibana and Hiko-
saka, 2012; Kim and Hikosaka, 2013) will react with a shorter
latency or arrive at the target earlier in the more valuable sce-
nario. Therefore, differences in the value of success may produce
between-subject differences in RT or target acquisition time (RT
plus movement duration) in the baseline period, i.e., in the block
in which there was no instruction change. Although there were
wide differences between people in the baseline blocks, such dif-
ferences did not correlate with vigor (RT vs vigor, r = —0.13,
F 5, = 0.36, p = 0.55; target acquisition time vs vigor, r =
—0.23, p = 0.27); that is, people with greater vigor were not faster
in reacting to the first instruction.

There was no relationship between asymptotic delay and base-
line target acquisition time (r = 0.25, p = 0.25), nor between the
change in latency and baseline acquisition time (failed trials, r =
0.06, p = 0.78; failed minus successful trials, r = 0.07, p = 0.75).
There was also no correlation between baseline reaction time and
our measures of temporal discounting (asymptotic delay vs RT,
r=0.23, p = 0.29; change in latency, failed trials vs RT, r = 0.08,
p = 0.83; failed minus successful trials vs RT, r = 0.05, p = 0.83).
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People who had larger asymptotic delays or larger changes in
trial-to-trial latency were not faster in reacting to the first
instruction.

We demonstrated previously that differences in the implicit
value of a stimulus may be reflected in the peak velocity of sac-
cades to that stimulus (Xu-Wilson et al., 2009). However, in that
work, the change in the peak velocity for stimuli of differing value
was ~5°/s for a 15° saccade, more than an order of magnitude
smaller than the differences in peak velocity between subjects in
this work. Accordingly, the differences in vigor between subjects
are unlikely to be driven by differences in stimulus value.

A difference in the value of the stimuli could also be reflected
in the rate in which subjects followed the directional cue given by
the first instruction. After the first block, subjects made saccades
in the wrong direction only 1.0 = 0.2% (mean * SEM across
subjects) of the time. The accuracy of subjects was not correlated
with the vigor of their movements (r = —0.01, p = 0.98). Overall,
these analyses suggest that there was no systematic difference in
the way subjects valued the stimuli.

Reaction to the instruction-change cue

Our task for measuring temporal discounting was similar to the
stop signal reaction time (SSRT) task, a task in which subjects are
provided with a “go” cue, which is occasionally followed with a
“stop” cue. The objective of the SSRT task is to measure how long
it takes after the occurrence of the stop signal for the subject to
abort their planned movement (this latency is called the SSRT).
An important difference in the SSRT task versus our task is that in
the SSRT task, subjects are instructed to respond to the go cue as
quickly as possible and not delay their response to await the stop
cue. In our task, the subjects were told that occasionally there
would be a second instruction. They were allowed to wait as long
as they wished to respond to the first instruction. Despite this
difference, we thought it worthwhile to analyze our data to quan-
tify how behavior was affected in trials in which instruction-
change occurred.

We began by asking whether saccade kinematics were differ-
ent in the instruction-change trials (i.e., the failed trials). Our
thought was that (partial) inhibition of a planned movement may
produce a reduction in its amplitude. Indeed, subjects made sig-
nificantly smaller saccades in instruction-change trials (19.8 =
0.3°, mean = SEM) compared to no-change trials (20.6 = 0.1°%
paired ttest, p < 0.003). We considered the amplitude of saccades
made in those trials as a function of when the saccade was made
relative to the second cue. We found that if a saccade occurred 40
ms or later after the instruction-change cue, its amplitude was
reduced compared to no-change trials (18.9 = 0.5°, mean * SEM
across subjects; paired ¢ test, p < 0.0005). However, saccades
made before 40 ms after the instruction-change cue showed no
amplitude differences (20.6 * 0.2°, paired ¢ test, p = 0.62). The
saccades were, on average, 67 = 1.3 ms in duration. Therefore, it
took a minimum of ~110 ms after the instruction-change cue for
the brain to alter the ongoing motor commands. This value
provides an objective estimate of the lower bound on the SSRT
in our task.

To estimate the SSRT for each subject, we used the approach
suggested by Eagle et al. ( 2008) for experiments in which the
timing of the second instruction is adjusted via an adaptive “stair-
case” procedure: we subtracted the median of the latency for the
second instruction from the median of the reaction time in the
trials without a second instruction. We found that, on average,
the SSRT was 120.3 = 11.3 ms (population mean = SEM), which
agrees well with our independent measure using saccade kine-
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matics (lower bound of 110 ms). A within-subject comparison of
SSRT and vigor did not result in a significant correlation (r =
0.23, F, 51y = 1.18, p = 0.29). People who require a long time to
inhibita planned action (manifested in long SSRT) are thought to
be more impulsive. Therefore, the positive value of the correla-
tion, though not significant, is in line with our general frame-
work. Our task, however, was not designed to measure SSRT.

Psychological profile

A commonly used method to assess decision-making character-
istics of individuals is via questionnaires that measure impulsive-
ness. These questionnaires estimate personality traits by
determining the response to queries such as “do you often buy
things on impulse?” “do you mostly speak before thinking things
out?” etc. Our subjects filled out two commonly used question-
naires, termed BIS and I7. Higher scores in these questionnaires
suggest a psychological profile for impulsiveness. In our subjects,
the score in one questionnaire was strongly corrected with the
score in the other (r = 0.65, F(, ,,, = 15.5, p < 0.001). However,
impulsivity as measured by these questionnaires was never a good
predictor of movement vigor (I7 impulsivity subscore vs vigor,
r = 0.20, p = 0.35; BIS vs vigor, r = 0.17, p = 0.45), nor of the
asymptotic instruction delay (I7 impulsivity subscore vs delay,
r = —0.10, p = 0.66; BIS vs delay, r = —0.01, p = 0.95). The
positive correlation values for vigor and the negative correlation
values for decay indicated that, in general, people who scored as
slightly more impulsive on the questionnaires tended to have
higher vigor and slightly shorter delays, though this tendency was
not significant.

Discussion

We found consistent differences among healthy people in the
speed with which they moved their eyes during a saccade. We
quantified this via a measure of vigor that summarized the rela-
tionship between saccade amplitude and peak velocity. Vigor dif-
fered by as much as 50% between subjects, but was highly
consistent within subjects. We hypothesized that differences in
vigor may be partly due to differences in how the brain discounts
reward as a function of time.

To measure temporal discounting, we considered a task in
which subjects received instructions to perform an action, but
improved their odds of success if they waited for a second instruc-
tion. We found that people with high vigor were less willing to
increase their latency following a trial in which they failed, sug-
gesting a higher temporal discount rate. This measure of tempo-
ral discounting in the decision-making task accounted for 48% of
the between-subject variance in vigor.

To what extent can differences in vigor be explained with
differences in biomechanics? In a previous study, the eyes, orbit,
and extraocular muscles of healthy volunteers were imaged using
MRI (Peng et al., 2012). That study concluded that the measured
parameters (including muscle volume and cross-sectional area)
could not account for the between-subject differences in saccade
velocity. Biomechanics of the eyes are critical in describing con-
sequences of motor commands, affecting potential costs of
movements in terms of effort and variability. In our population,
end point variability of saccades was unrelated to vigor, i.e., peo-
ple with high vigor were not more variable, as might be expected
from a signal-dependent noise perspective.

To measure temporal discounting, we designed a task in
which choices had consequences (success or failure) that acted as
operant reinforcers before the next choice was made. We relied
on the fact that the reinforcer caused a change in behavior from
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one trial to the next, and the magnitude of this change was a
signature of the temporal discount function. In contrast, most
experiments that measure temporal discounting in humans rely
on nonoperant reinforcers in which people make choices be-
tween dollar amounts, and the consequences are either hypothet-
ical or realized only after the experiment is over (because the
delays are in days or weeks). Although both types of experiments
produce measures of temporal discounting, they produce incon-
sistent results in the same person (Hyten etal., 1994) and produce
discount rates that differ by many orders of magnitude (Navar-
ick, 2004). The operant approach is the principal method of mea-
suring discounting in nonhuman primates, which guided our
design here.

Our task is similar to the SSRT task. In the SSRT task, subjects
are provided with a stimulus that instructs a movement, but they
are told to not delay their response to this instruction. In the
SSRT task, the objective is to measure how quickly subjects can
stop their planned movement in the case thata “stop” instruction
appears. In our task, the subjects were allowed to wait as long as
they wished. When the instruction changed, we estimated 110 ms
as the lower bound for the time it took the brain to process the
new instruction and alter the saccade. People who need a lon-
ger time to inhibit their movements exhibit impulsivity (Ver-
bruggen and Logan, 2008), and in our sample such people
tended to exhibit greater vigor, though the effect was not sta-
tistically significant.

The key variables in our task were the change in latency after
an unsuccessful trial and the asymptotic latency, both of which
we found to negatively correlate with vigor. A limitation of our
model, however, is that the change in latency that it predicted for
a given discount function was a scaled version of the values
actually observed. It is unclear to us where this limitation
arises from. It may indicate an asymmetry in valuation of
success versus failure.

Neural basis of vigor and the link to encoding of reward

The vigor with which a saccade is performed is associated with the
activity of “buildup” cells in the intermediate layers of the supe-
rior colliculus (SC; Ikeda and Hikosaka, 2007). When a saccade is
planned toward a location that falls within the receptive field of
an SC cell, the upcoming saccade displays greater vigor if that cell
fires more strongly during the period before the saccade. This
buildup activity is partly under the control of cells in an output
nucleus of basal ganglia, the substantia nigra pars reticulata
(SNr). SNr cells constantly inhibit the SC, but generally pause
before a movement (Hikosaka and Wurtz, 1985; Handel and
Glimcher, 1999). More vigorous saccades are associated with a
deeper pause in the firing rates of SNr cells (Sato and Hikosaka,
2002). Indeed, saccadic vigor is increased by blocking the SNr SC
inhibition (Hikosaka and Wurtz, 1985). Therefore, control of
vigor is partly a function of the basal ganglia.

Within the basal ganglia, the nucleus critical for control of
vigor is the external segment of globus pallidus (GPe). GPe cells
inhibit the SNr and fire more strongly preceding a more vigorous
saccade, and bilateral lesion of this region eliminates the ability of
the animal to modulate saccade vigor in response to changes in
reward (Tachibana and Hikosaka, 2012). GPe cells are inhibited
by a subset of cells in the caudate (caudate cells that are part of the
“indirect pathway”). Caudate cells generally fire more before a
vigorous saccade (Kawagoe et al., 1998) and receive dopamine
projections. Onset of a stimulus that promises reward results in a
burst of dopamine (Matsumoto and Hikosaka, 2007), which is
followed by a more vigorous saccade (Tachibana and Hikosaka,
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2012). Indeed, chronic reduction in the concentration of dopa-
mine in the caudate reduces saccade vigor by ~30% (Kori et al.,
1995). Therefore, control of vigor is partly associated with the
amount of dopamine in the basal ganglia, particularly in the in-
direct pathway (caudate—GPe—SNr).

Temporal discounting is also associated with release of dopa-
mine. Consider a task in which an animal makes a decision be-
tween two stimuli, one that predicts a small reward soon and
another that predicts a large reward later. Dopamine cells fire in
response to each stimulus by an amount that correlates with the
temporally discounted value of that stimulus (Kobayashi and
Schultz, 2008). In the small number of animals for which data are
available, between-subject differences in the rate of discounting
as measured via dopamine discharge is a predictor of between-
subject differences in decision making (Kobayashi and Schultz,
2008). Together, it appears that some of the neural circuits that
are critical for control of vigor are also influenced by a neu-
rotransmitter that has been linked to temporal discounting.

The mathematical framework of optimal control predicts a
link between vigor and temporal discounting by suggesting that
before a movement can be generated, there needs to be an evalu-
ation of the reward that is expected at the end of the movement,
discounted by the time it takes to complete that movement
(Shadmehr et al., 2010). Of course, it is possible that there are two
separate temporal discounting systems for control of movements
and decision making, as the two have vastly different time scales.
However, if the basis of both forms of temporal discounting is to
maximize discounted rate of reward (Haith et al., 2012), then
from a theoretical perspective, there is justification for the idea
that there is a single temporal discounting system that affects
control of movements as well as decision making. From an evo-
lutionary perspective, control of movements may have required
temporal discounting, which in turn was generalized to control of
decisions.

Reaction time, impulsivity, and vigor

It is possible that during the RT period, the brain is solving the
problem of “what is the best action that I can perform?” whereas
during the movement, the brain is solving the problem “how do I
perform this action?” Indeed, when there are two possible ac-
tions, during the RT period there is competition between the two
actions: the brain accumulates evidence for each action, and the
action that reaches a threshold first is selected (Gold and Shadlen,
2002). A person that has a high cost of time should, in principle,
have a lower threshold, selecting actions earlier and with less
evidence. If there are differences in the cost of time among peo-
ple, and if these costs generalize between action selection and
action execution, then there should be a negative correlation be-
tween vigor and RT.

As people wait for an expected reward, activity (as measured
by fMRI) in the ventral striatum and ventromedial PFC rises, and
this rise has a steeper slope for people who have a steeper tempo-
ral discount function (Jimura et al., 2013). Impulsivity is a psy-
chological trait that is often measured via questionnaires.
Impulsive people show diminished midbrain D,/D; autoreceptor
availability, which results in increased dopamine release in the
striatum (Buckholtz et al., 2010). In our sample of subjects, there
was a positive, but not significant, correlation between survey-
based measures of impulsivity and movement vigor. We suspect
that the reason for this is that impulsivity is a complex trait that
involves interactions between the basal ganglia and the frontal
lobe. For example, in humans, the temporally discounted value of
reward is correlated with activation in the medial prefrontal cor-
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tex (Jimura et al., 2013), in addition to the dorsal and ventral
striatum (Kable and Glimcher, 2007; Pine et al., 2009). The cost
of time as reflected in saccade vigor may be due to the control that
the basal ganglia imposes on the SC, which in turn is affected by
dopamine, whereas the cost of time as reflected in decision mak-
ing is a more complex process that involves interactions between
the basal ganglia and the cerebral cortex.
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