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Control of movements and temporal discounting of reward
Reza Shadmehr
Let us assume that the purpose of any movement is to position

our body in a more rewarding state. People and other animals

discount future reward as a function of time. Recent results

suggest that there is a correlation between changes in this

reward temporal discount function and changes in saccadic

velocity and duration. These results suggest that each

movement carries a cost because its duration delays

acquisition of reward. The value that the brain assigns to the

stimulus, and the rate at which it discounts this value in time,

form a cost that appears to influence the motor commands that

move our body.
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Introduction
When you view a work of art, the face of a friend, or read

this text, your brain shifts your gaze from one point to

another, rapidly moving your eyes. Each movement is a

saccade that positions your eyes so that the fovea can

sample the visual scene. In making these saccades, your

brain solves two kinds of problems: first, it selects where

to look, and next, it programs the motor commands so

your eyes move to that location. Until recently, these two

problems were thought to be independent. However,

recent results suggest that the goal of the saccade affects

how the brain programs the motor commands to achieve

the goal. For example, saccade velocities are higher when

the goal of a saccade is a face vs. other images [1],

velocities are higher when the goal is to touch the target

vs. only look at it [2–4], and velocities are higher when one

is explicitly rewarded to look at a target [5]. A recent

theory [6�] considered these observations and proposed a

link between the reward system and the motor system.

The principal idea of this new theory is that the motor

commands that move our body are a reflection of an

economic decision regarding reward and effort. This link
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has the potential to reveal why diseases that affect the

reward system, such as Parkinson’s disease or schizo-

phrenia, alter control of saccades, why young people

move their eyes differently than old people, and why

there are inter-species differences in how animals move

their eyes during a saccade.

Why should we saccade?
The fovea is like a very high-resolution camera, with

densely packed neurons. The rest of our retina, however,

does not have the resolution of the fovea: as we move

away from the fovea on the retina, neuron density drops

exponentially [7], and as a result visual acuity drops

exponentially [8,9]. Therefore, if we are interested in a

particular image in the visual scene, the retinal distance of

that image to the fovea produces an exponential

reduction in acuity. A saccade is a movement that maxi-

mizes the acuity with which we can view an image. In

fact, in vertebrates voluntary saccades occur in animals

which have a fovea [10].

Where should we saccade?
The scan sequence, that is, the locations that people

fixate when they are given a visual scene, is not random.

The pioneering work on this was performed by Yarbus

[11], a Russian physicist turned psychologist who

invented new methods to record eye movements. In

thinking about how people direct movements of their

eyes to examine a picture, he wrote: ‘It may be seen to

some people that when we examine an object we must

trace its outlines with our eye and, by analogy with tactile

sensation, ‘palpate’ the object. Others may consider that,

when looking at a picture, we scan the whole of its surface

more or less uniformly with our eyes.’ However, Yarbus

found that motion of the eyes was neither like the motion

of the hand in examining a surface, nor uniform like a

scanning beam that you find on a copy machine. For

example, he presented his subjects a painting by Shish-

kin, Morning in the Pine Forest, in which four black bears

are playing on a fallen tree. He imagined that people

might look more at parts of the image which had a lot of

detail (like the intricate branches on the trees). Instead,

he found that people looked at the bears. He speculated

that our brain continuously assigns a value to every part of

the visible space, forming a priority or salience map.

The regularity in where people tend to look would

suggest consistency in how the brain assigns value to

images in the visual scene: animate objects are more

valuable than inanimate objects. There is now strong

evidence for this idea. For example, in viewing a scene

consisting of face and non-face objects, people are drawn
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to the face region first [12]. Hayden et al. [13] found that

the opportunity to look at a person of opposite sex is a

valued commodity, and this is especially true for men, for

whom physical attractiveness of faces of women is a

dimension along which value increases rapidly. Further-

more, evidence for a salience map has been found in the

parietal cortex [14]. Taken together, it appears that each

saccade is a movement with which the brain directs the

fovea to a region where currently, the value is highest.

The stimulus that becomes the goal of the saccade carries

an intrinsic value, and because of the exponential nature

of retinal acuity, the reward is attained only when the

stimulus falls on the fovea.

How should the eyes move during a saccade?
Yarbus noted that during a saccade, the kinematics of the

eyes were consistent across people. For example, duration

of a saccade grew roughly linearly with amplitude, while

peak velocity tended to saturate as amplitude increased.

One can imagine that the saturation of peak velocities

arise from some limitation of the firing rates of the ocular

motorneurons, or the upstream neurons that drive them.

However, Harris and Wolpert [15] suggested that this

feature of saccades was due to a desire to produce accurate

movements (minimize endpoint variance), in a scenario in

which neurons are noisy. To make this link, they intro-

duced a cost associated with endpoint accuracy. Suppose

that at time t, the state of eye is described by vector x(t)
(representing position, velocity, etc.), motor commands

are u(t), and the target is a stimulus at position g (with

respect to the fovea). When the saccade ends at time t = p,

eye position x( p) should coincide with where reward is,

that is, target position g. This constitutes an accuracy cost:

Jx ¼ E½ðxð pÞ � gÞ2� (1)

In Eq. (1), E[] is the expected value operator. The cost in

Eq. (1) penalizes both the endpoint bias and the endpoint

variance of the movement. Because motor commands are

noisy, x( p) is a random variable whose variance depends

on the noise in the motor commands u(t). If this noise is

signal dependent, for example, its standard deviation

grows with the size of the motor commands, the smallest

motor commands produce the smallest endpoint variance.

In particular, because of the passive dynamics of the eye,

it is less costly to produce a given motor command early

rather than late in the saccade (because a given noise early

in the saccade can be naturally damped out by the end of

the movement, but the same noise at the end of the

saccade cannot be damped out). Signal-dependent noise

and the cost of endpoint accuracy suggested that the

saturating peak velocity of saccades is probably due to

a desire to produce movements that are accurate.

However, if accuracy is our only concern, then saccades

should be as slow as possible. This is because the move-
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ments with the smallest motor commands will have the

least bias and variance. So endpoint accuracy cannot be

our only cost. Indeed, Harris and Wolpert [15] were able

to account for saccade velocities by assuming an a priori

saccade duration. The critical question, however, is

regarding saccade duration: why are saccades of given

amplitude a particular duration?

Let us return to the idea that the purpose of a saccade is to

place a valuable stimulus on the fovea. It is better to

acquire something valuable now than have to wait for it

and get it later. That is, the value of most things declines

as a function of time. For example, college students

would rather receive $400 now than wait for five years

to receive $1000 [16]. This implies that for young people

the value of $1000 drops to less than $400 in five years.

For older people, this value drops more slowly, and for

children, the value drops more quickly [17]. Psychologists

have characterized this behavior via a hyperbolic reward

discount function. If a represents the value of something

at present, and b is the rate at which we discount this

value in time, then the value at some time t in the future

is:

VðtÞ ¼ a

1þ bt
(2)

For example, when the image of a face falls on the retina,

perhaps we will assign a greater value a to it than to a non-

face image. Furthermore, because the value of this image

declines as a function of time at a rate specified by b,

perhaps the duration of the saccade p (i.e., time to

acquisition of the reward via placement on the fovea)

carries a cost:

J p ¼ a 1� 1

1þ b p

� �
(3)

Eq. (3) is a cost of time, implying that the longer it takes to

get the target on the fovea, the larger the cost due to

devaluation of the stimulus. Therefore, accuracy cost Jx

declines with movement duration, encouraging one to be

lazy and make slow movements. The cost of time Jp

increases with movement duration, encouraging one to

end the movement as soon as possible in order to mini-

mize the devaluation of reward. The basic idea is that

saccade duration and velocities, that is, saccade kin-

ematics, arise from a desire to be as lazy as possible while

acquiring as much reward as possible.

Reward processing and the cost of time
Eq. (2) not only is a good fit to choices that people and

other animals make regarding the temporal discounting of

valuable commodities, it is also a good fit to discharge of

dopamine cells in the brain of monkeys that have been
of reward, Curr Opin Neurobiol (2010), doi:10.1016/j.conb.2010.08.017
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trained to associate visual stimuli with delayed reward

[18��]. Dopaminergic cells tend to give a short burst of

discharge in response to a stimulus that predicts future

reward, and the magnitude of this burst declines hyperbo-

lically as a function of the expected delay to reward. This

hyperbolic temporal encoding of future reward is also

present in the response of neurons in the lateral intrapar-

ietal (LIP) area [19�], and neurons in the dorsolateral

prefrontal cortex [20]. For example, in a task in which a

stimulus promises future reward, LIP neurons with recep-

tive fields that cover the stimulus discharge before a

saccade to that stimulus, and the rate of firing is a hyper-

bolic function of the time to future reward [19]. One

interpretation is that the discharge in LIP before a saccade

represents the overall value of the upcoming saccade. In a

scenario in which a movement must be made to acquire a

rewarding state, the encoding of the economic value of the

stimulus is a hyperbolic function of time to reward.

In Parkinson’s disease (PD), many of the dopaminergic

cells die. If we hypothesize that this is reflected in a

devaluation of the stimulus, that is, a smaller than normal

a, then the cost of time (Eq. (3)) rises more slowly in PD,

resulting in saccades that have longer than normal

durations, and smaller than normal velocities, particularly

for large amplitude saccades. This prediction is consistent

with the available data [21–24].

If an abnormally low stimulus value can produce slow

saccades, then an abnormally high value should produce

fast saccades. In schizophrenia, saccade velocities are

faster than in healthy controls [25]. Stone et al. [26]

suggested that in the striatum of schizophrenic patients,

there is greater than normal dopamine synthesis. Indeed,

currently available antipsychotic medications have one

common feature: they block dopamine D2 receptors.

Remarkably, the reward discount function (Eq. (2)) in

schizophrenia has a higher slope than in controls [27,28],

suggesting that the value of a given stimulus is discounted

more steeply as a function of time than in controls. This

implies that the cost of time rises faster than normal in

schizophrenia, resulting in saccades that have shorter

duration and greater peak speed.

As we age, peak saccade velocity declines. Saccades of

children have higher velocities than young adults [29],

which in turn have higher velocities than elderly [30�].
Remarkably, as we age the slope of the temporal discount

function also declines [17]. In effect, aging decreases the

rate of temporal discounting of reward. The availability of

dopamine in the brain also declines with age. For

example, rhesus monkeys exhibit a 50% decline in dopa-

mine concentrations in the caudate and putamen from

youth to old age [31], and squirrel monkeys exhibit a 20%

decline [32]. All of this is consistent with a decrease in the

slope of the temporal discount function, which in prin-

ciple can account for the decreases in saccade velocities.
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There are large differences across species in saccade

velocities. Rhesus monkeys exhibit velocities that are

about twice as fast as humans [33,34]. Although there

are small differences in the eye plants of monkeys and

humans, such differences cannot account for the remark-

ably faster saccades in monkeys [6]. However, rhesus

monkeys exhibit a greater temporal discount rate: when

making a choice between stimuli that promise water over

a range of 1–20 s, thirsty rhesus monkeys [18] exhibit

discount rates that are many times that of thirsty humans

[35�]. This translates into a cost of time that rises much

faster than in humans, resulting in markedly faster sac-

cades in monkeys as compared to humans.

Movement vigor and dopamine
Movement speeds are affected not only by the value of

the goal stimulus, but also by the subject’s global moti-

vational state. For example, Niv et al. [36] noted that

‘hungrier rats are more jumpy, performing all actions at a

faster pace.’ They focused on the tonic discharge of

dopamine neurons and suggested that this baseline level

of discharge encodes the long-term average reward

available per unit of time. When this rate is high, the

opportunity cost associated with taking time to move is

increased and faster movements are preferred. An

animal with higher baseline levels of dopamine would

therefore be more active and perform all actions more

vigorously. In comparison, phasic discharge encodes the

temporally discounted value of the current stimulus

[18]. Regardless of the general motivational state, a

stimulus that is valued more might produce a faster

movement than one that is valued less. Indeed, a smaller

phasic discharge of dopamine neurons precedes a slow

reaching movement toward a food reward, whereas a

larger discharge precedes a fast reaching movement

toward the same reward (Tables 1 and 2 of Ljungberg

et al. [37]). It is possible that tonic dopamine sets a

baseline for reward per unit of time as applied for all

actions, while phasic dopamine sets the reward per unit

of movement time for the specific stimulus that affords

the upcoming movement.

State-dependent value of a stimulus
Animals do not assign a value to a stimulus based on its

inherent properties, but based on their own state when

the stimulus was encountered. For example, birds that

are initially trained to obtain equal rewards after either

large or small effort, and are then offered a choice

between the two rewards without the effort, generally

choose the reward previously associated with the greater

effort [38]. This paradoxical result can be understood in

terms of a greater utility (i.e., relative usefulness, rather

than absolute value) for the reward that was attained

following a more effortful action. This phenomenon is

called state-dependent valuation learning, and is present

in a wide variety of species from mammals to invert-

ebrates [39].
of reward, Curr Opin Neurobiol (2010), doi:10.1016/j.conb.2010.08.017
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The state-dependent valuation of stimuli allows us to

consider a curious fact: kinematics of saccades to target of

a reaching movement are affected by the load on the arm.

For example, the peak speed of a saccade is higher when

there is a load that resists the reach, and lower when the

load assists the reach [4]. Why should varying the effort

required to perform a reach to a target affect saccade

velocities to that target? A reaching movement that is

resisted by a load arrives at the target after a larger effort

than one that is assisted. The more effortful state in which

the reward is encountered favors assignment of a greater

utility for that stimulus. This greater utility may contrib-

ute to a faster saccade.

Why hyperbolic discounting of reward?
The hyperbolic form of the reward discount function is

favored by psychologists, whereas the exponential form is

favored by economists and other theorist. Here I chose

the hyperbolic form because empirically, it is a better fit

to choices that animals make [16]: the exponential dis-

counting tends to produce a poor fit to data as time to

reward increases. However, in simulating saccades, the

timescales are too short to allow us to dissociate between

hyperbolic and exponential temporal discount functions.

An important question is why should the brain temporally

discount reward hyperbolically [40]. One possibility is

that our cost function (which added the cost of time to

cost of effort and accuracy) is really a consequence of a

more fundamental normative law: actions are performed

in such a way as to maximize reward per unit of time,

while minimizing the effort expended per unit of time.

That is, what matters is the rate of reward, which is the

difference between the reward that we hope to attain and

the effort we expect to expend, per unit of time. It

remains to be seen whether maximizing the rate of reward

is sufficient to explain movement patterns in biology, as

well as the economic decision making processes that are

reflected in temporal discounting of reward.

Conclusions
Suppose that the objective of any voluntary movement is

to place the body at a more valuable state. Further

suppose that the value associated with this state is not

static, but is discounted in time: we would rather receive

the reward now than later. The value that one assigns a

stimulus, and the rate at which this value declines, forms a

reward temporal discount function. The temporal dis-

counting of reward forms an implicit cost of time, that is, a

penalty for the duration of the movement. This penalty is

a hyperbolic function. If one assumes that motor com-

mands are programmed to minimize effort while max-

imizing reward, and if one further assumes that reward

loses value hyperbolically as a function of movement

duration, then one can mathematically reproduce the

relationship between movement duration, amplitude,

and velocity in saccades.
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Saccade kinematics can change due to development, due

to disease, and due to evolution. The reward temporal

discount function is also affected by disease, is affected by

development and aging, and is different across species. In

principle, a change in the temporal discount function will

produce a change in movements. Indeed, there is a

correlation between changes in the reward temporal dis-

count function and changes in duration and velocities of

saccades as assayed in various diseases, in various age

groups, and in various species. This correlation raises the

possibility that the motor commands that move our body

during goal-directed behavior reflect a specific cost of

time; one in which passage of time discounts reward.
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